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INTRODUCTION

The rise of online political manipulation first attracted widespread public attention in the United States with the scandal of extensive Russian interference in the 2016 presidential election. As the 2018 midterms demonstrated, the problem remains endemic in U.S. politics, with manipulative behavior by foreign agents from Iran and Russia as well as domestic campaigns and conspiracy theory networks.1,2,3 Since the 2016 election, research has illuminated the contours of the digital deception problem, and government and technology companies have taken cursory steps toward addressing it. Overall, however, their response has been inadequate. Policy solutions have been in especially short supply.

What is deceptive digital politics? In the U.S. and around the world, the online political ecosystem has been colonized by “computational propaganda”: political bots, troll farms, fake social media accounts, networks of disinformation websites, and other methods that—in addition to paid digital advertising—seek to manufacture consensus and manipulate public opinion around political events.4 With increasingly sophisticated uses of consumer and voter data, these tools can narrowly target particular geographic areas, social groups, and even specific individuals, creating a divisive information environment and making it difficult to identify (much less counter) this harmful political activity. When we refer to “digital deception,” we mean the collection of opaque digital political advertising, malicious computational propaganda, and rampant disinformation spread by domestic and foreign actors that is destabilizing American democracy. The results can be seen in skewed voting results and voter suppression efforts targeting politically marginalized communities, increased divisiveness in political discourse, and diminished trust in democratic institutions.

This report was written to facilitate the development of concrete, achievable solutions to digital deception in politics. Above and beyond solutions from technology companies, interventions by government and civil society are desperately needed to meaningfully address the problem. These must be grounded in democratic principles. We propose a framework of six principles—transparency, accountability, standards, coordination, adaptability, and inclusivity—that can serve as an evergreen tool for evaluating policy proposals, when backed by empirical social science and computer science research (see Table 1).

Building from this framework, we discuss 34 policy proposals that target specific aspects of deceptive digital politics. These proposals (summarized in Table 2) include both immediate actions that can be taken by government, technology companies, and civil society and necessary long-term systemic changes. To date, little work on digital deception has focused on policy-driven approaches that tackle the entirety of this complex problem. Responses to digital threats have been purely defensive and reactive. Our approach integrates the best thinking from multiple disciplines and is based on the recognition that all of society must be involved in responding comprehensively and systematically to these problems. To this end, this paper leverages a number of policy areas, tactics, and tools.

This policy “platform” is a starting point for deliberation, not a definitive set of proposals. As new developments emerge, it will be critical to continually re-evaluate specific approaches—while holding firm to underlying democratic principles.
<table>
<thead>
<tr>
<th><strong>PRINCIPLE</strong></th>
<th><strong>FUNCTION</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Transparency</td>
<td>Ensures that people know who is seeking to influence them and how, so they can make informed political decisions.</td>
</tr>
<tr>
<td>Accountability</td>
<td>Establishes measures of answerability and enforcement for technology companies and political actors, putting control back into the hands of the people.</td>
</tr>
<tr>
<td>Standards</td>
<td>Sets high thresholds for the public interest that technology companies and other digital political actors, such as campaigns, must meet and promotes consistency in policy implementation across actors and jurisdictions.</td>
</tr>
<tr>
<td>Coordination</td>
<td>Increases cooperation and knowledge-sharing between and across technology companies and government agencies in the U.S. and globally, enabling the efficient detection of threats and enforcement of laws.</td>
</tr>
<tr>
<td>Adaptability</td>
<td>Emphasizes regulatory flexibility in response to a dynamic problem and rapidly evolving technologies.</td>
</tr>
<tr>
<td>Inclusivity</td>
<td>Brings civil society expertise to the table, including technical experts and the voices of the issue publics and social groups that are most harmed by deceptive digital politics.</td>
</tr>
</tbody>
</table>

Table 1: Principles to Protect Democracy
<table>
<thead>
<tr>
<th>POLICY AREA</th>
<th>PROPOSALS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Immediate Policy Proposals</strong></td>
<td></td>
</tr>
</tbody>
</table>
| **Campaign Finance**      | 1. Pass the Honest Ads Act  
2. Expand and extend “electioneering communications” rules to cover online ads  
3. Increase disclosure requirements for paid issue ads  
4. Require political committees to disclose spending by subvendors  
5. Adapt on-ad “paid for by” disclaimers for digital context  
6. Create independent government authority to investigate financial flows in digital politics and enforce the law  
7. Eliminate dark money in politics |
| **Data Usage and Privacy** | 8. Codify the Consumer Privacy Bill of Rights  
9. Ensure data usage policies are truly accessible to users  
10. Include all audience targeting information in on-ad disclaimers  
11. Evaluate ad targeting options from a civil rights perspective  
12. Educate the public about their data rights  
13. Demonetize bad actors’ revenue streams |
| **Automated and Fake Accounts** | 14. Require disclosure of automated accounts  
15. Remove bots and fake accounts from follower counts, recommendation engines, and popularity-based algorithms  
16. Require tech companies to disclose numbers of bots and fake accounts  
17. Treat posts by bots as “public communications” per campaign finance law |
| **Platform Liability**     | 18. Revise the Communications Decency Act so that platforms can be held accountable for disinformation tactics                                                                                          |
| **Multisector Infrastructure** | 19. Reinstate the Office of Technology Assessment  
20. Reinstate a cybersecurity policy lead in the executive branch  
21. Establish an agency, initiative, or task force to coordinate between federal agencies and technology companies |
| **Global Cooperation**     | 22. Establish a global cybersecurity accord  
23. Share information openly between allies  
24. Learn from policy models around the world  
25. Promote democratic responses to digital deception around the world |
| **Research and Development** | 26. Require platforms to share data openly with third-party researchers  
27. Develop better tools for detecting disinformation and bots  
28. Incorporate civil rights perspective into product development  
29. Invest in ethical technology design |
| **Media and Civic Education** | 30. Conduct multisector media literacy initiatives  
31. Build media literacy and civics emphasis into public education  
32. Support local newsrooms |
| **Competition**            | 33. Review mergers and acquisitions more stringently  
34. Investigate and enforce penalties for anti-competitive behavior by platforms                                                                                                                                 |

Table 2: Policy Proposals to Counter Deceptive Digital Politics
SIX PRINCIPLES TO PROTECT DEMOCRACY

Two features of the digital environment make deceptive digital politics especially harmful: anonymity and automation. The ease of online anonymity enables political actors to post misleading messages from false or obscured identities, eliminating important audience cues about the credibility of the speaker. Meanwhile, automation makes it possible for propaganda and disinformation to be amplified in ways that drown out the truth. Malicious actors exploit these features to drive wedges into American democracy, deceiving voters, exacerbating political polarization, and destabilizing trust in institutions such as government and the press. Solutions must be grounded in democratic principles in order to safeguard against self-interested and shortsighted interventions that further undermine our political processes.

The following framework is a rubric for developing and evaluating policies that tackle digital deception in politics. The principles we discuss are essential to a democracy that is resilient in the face of the challenges of online anonymity and automation. Transparency and accountability are basic tenets of democracy, while standards, coordination, adaptability, and inclusivity offer commonsense, efficacious means of achieving those ideals.

Transparency

Online anonymity combines with gaps in campaign finance disclosure laws and opaque “privacy” policies to produce a system in which technology companies and political actors have extensive and precise knowledge about individuals—but people don’t know who is trying to influence them. It’s like a one-way mirror: they can see the public, but the public cannot see them. Bringing greater transparency to deceptive digital politics is a necessary—and eminently achievable—first step toward restoring the balance of power.

In 1914, just before joining the Supreme Court, Justice Louis Brandeis wrote, “Publicity is justly commended as a remedy for social and industrial diseases. Sunlight is said to be the best of disinfectants; electric light the most efficient policeman.” Transparency is a long-held, widely accepted value in our democracy, making it a simple starting point for tackling digital deception. The public has a right to know who is attempting to influence their votes; transparency provides invaluable informational benefits to voters by offering them a heuristic for evaluating political messages. Transparency also deters corruption and enables enforcement of laws and regulations—the reasoning behind the Supreme Court’s longstanding support of campaign finance disclosure. Without transparency, there is little chance of meaningful political accountability by journalists, government watchdogs, and voters.

Digital political information must be disclosed to government and the public. True transparency entails making it easy for journalists and researchers to analyze information—and putting that information in the hands of the people in ways they can understand and use. Burying information in arcane databases and legalese-riddled terms of service is neither transparent nor useful to the public. Only by shining light on digital campaign finance, data usage by technology companies, and algorithmic opacity can we ensure that the public is informed and empowered to participate in democracy.
Accountability

Accountability is a central aspect of democratic self-government; public institutions and leaders must answer to the people so that the self-interest of representatives cannot dominate the public interest. To achieve accountability, information needs to be transparent to government agencies and watchdogs (including journalists and researchers, as well as the public more broadly), and there must be enforceable consequences for violating the public trust. Greater accountability is sorely needed in the digital realm.

Our political system has become more heavily influenced by digital technologies, but laws and regulations haven't followed this shift. As a result, self-interested technology companies and political actors wield considerable influence within our democracy, largely unchecked. Given their growing role in political life, technology companies need to be held accountable to the public interest via governmental mechanisms—which in turn must be accountable to the people. The tech sector’s current efforts are voluntary and can be quietly withdrawn or weakened whenever it serves business interests to do so. Systems must also be put in place to identify and hold political actors accountable for malicious digital activities that manipulate public opinion.

Instead of leaving private actors—including technology companies and deceptive digital operatives—to their own devices, laws and regulations must be created and equitably enforced to ensure that their activities align with the public interest. Only by doing so can we put democracy back in the hands of the people.

Standards

In order to achieve meaningful transparency and accountability, the government needs to establish performance standards for technology companies and political actors. Only by doing so can we ensure that the public interest is being met and that all actors are consistently following the same rules.

Technology companies have thus far enjoyed an open, unconstrained regulatory environment. Their election security efforts show that public pressure and the threat of regulation can motivate these companies to react to digital deception—but only to a limited extent. This self-regulation isn’t enough. Without government oversight, social media firms have produced systems for advertising transparency, data usage, content moderation, and so on that vary greatly and do only the bare minimum to serve the public interest. Only the most visible companies, such as Google, Facebook, and Twitter, have taken action at all. Governments have the power to require companies to disclose information—about political ad audience targeting, for example—that goes above and beyond what companies and advertisers are inclined to share on their own.

The federal government remains mired in debates about whether and how to act, but states and cities have begun to take matters into their own hands. This creates opportunities for policy experimentation and, realistically, more immediate action. Nonetheless, it is crucial that federal standards are developed to ensure that the public’s needs are consistently met.

By establishing high standards for what is in the public interest and insisting that companies comply, government can guide the technology sector in a direction that better serves democracy.
Coordination

Thus far, efforts to address digital deception have been piecemeal and reactive rather than strategic and comprehensive. Technology companies and government agencies must instead cooperate within and across the public and private sectors—and globally—to share information about threats and craft comprehensive and effective responses.

Major technology companies and government agencies have engaged in a hodgepodge of public hearings and investigations meant to address deceptive digital politics—but these have all been on an ad hoc basis and focused on fragments of the problem, with little strategic coordination. Deceptive digital operations often span multiple platforms and cannot be addressed by any one company. Instead, the industry must coordinate to share information and align policies to counteract multi-platform attacks. This already happens to some extent; in August 2018, representatives from several major platforms gathered in San Francisco to strategize in advance of the midterms, following a similar meeting in May. However, such coordination has not been formalized.

Meanwhile, multiple agencies within the federal government—including Congress, the FEC, the FTC, intelligence agencies, and more, have nipped at aspects of this problem, but there is no single body tasked with organizing them. This decentralized structure also hampers coordination with the private sector, except on an ad hoc, reactive basis.

Moreover, the impact of deceptive digital politics is not limited to the United States. Domestic and foreign computational propaganda has been deployed in elections around the world. However, thus far, there has been little formal international coordination.

The result of this lack of coordination between companies, government agencies, and countries is insufficient information sharing and strategic planning for tackling this complex problem. Deceptive digital political actors seek out the interstices and loopholes of law and policy—the gaps created by this lack of cooperation. Without adequate infrastructure and knowledge sharing, democratic institutions will remain vulnerable to manipulation, and responses will be reactive rather than proactive.

Adaptability

Technology and the problems of digital deception are evolving quickly, but laws and regulations have not kept pace with the rate of change. There is a danger of creating policies that are out of touch with new developments, too broad or too narrow, or instantly obsolete. This, however, is not a reason to avoid regulation; rather, it means government must craft policies that allow for flexibility as technology changes.

The dilemmas of applying law to new technologies are readily visible in the circumstances of deceptive digital politics. It has often been remarked—including by Facebook CEO Mark Zuckerberg—that we are in an “arms race” against manipulative actors, who continuously seek out new loopholes and exploit emerging technologies. For example, when Facebook detected 32 likely Russian-operated profiles and pages engaged in political manipulation in July 2018, they noted that operatives had learned from the ways they were previously detected, using VPNs and internet phone services to cover their tracks and paying third parties to run ads for them. New fronts in the battle for digital integrity will include the predicted rise of deepfake audio, video, and images...
as well as other new technologies that will be manipulated in as yet-unforeseen ways. In dealing with deceptive digital politics, we confront opponents that are evolving and adapting based on our responses to them.

Strategies for building adaptability into policy include:

- Crafting flexible policies that leave the specifics of implementation up to technology companies, while mandating standards that need to be met.

- Requiring regular reviews of laws to respond to new developments in the field, such as advances in artificial intelligence and its use in faking images and videos.

- Charging a particular government agency or multisector task force with staying up to date on the latest developments in deceptive digital politics, in order to avoid being repeatedly caught off guard.

- Setting regulatory requirements based on the size of a platform's user base, such that small startups do not need to face the same regulations as giants such as Facebook and Google.

**Inclusivity**

We must call upon diverse perspectives and knowledge bases to address deceptive digital politics. Without the voices of civil society, action by governments and technology companies is likely to be insufficient or lead to unintended consequences.

These voices must include experts from a variety of disciplines, such as public interest technologists, social science researchers, and legal and policy scholars. Responses to deceptive digital threats need to be multidisciplinary as well as multisectoral and informed by critical debate, theory, and empirical evidence.

However, the civil society response must also go beyond the technical and academic realms to incorporate the experiences of those affected directly by digital deception. We must pay attention to the perspectives of politically marginalized communities, including women, people of color, immigrants, and others who are frequently the target of deceptive digital campaigns. For example, Russian propaganda in the 2016 and 2018 elections deliberately focused on infiltrating online communities of black or Latinx activists to suppress the votes of these communities and inflame political tensions around issues of racial justice in the broader online sphere. We need to ensure that these groups' voices are represented in the policymaking process in order to enshrine equal protection from harm by any policies put in place and ascertain and prevent harmful unintended consequences. Facebook’s May 2018 decision to submit to a third-party civil rights audit, which was the result of months of advocacy by groups such as the Center for Media Justice, Color of Change, Muslim Advocates, the NAACP Legal Defense Fund, and others, was a positive step in this direction.

Bringing together the voices of experts in academia and think tanks with those of advocacy groups representing marginalized communities will ensure that solutions to digital deception truly serve the interests of the people.
APPLYING THE FRAMEWORK

The six principles outlined above lay the framework for action to defend democracy via democratic means. These principles should guide all policy proposals for addressing deceptive digital politics. Government and civil society must apply these principles to bring technology companies in line with the interests of a democratic system.

The market-based approach has failed. Eight-five percent of Americans think social media firms should be doing more to combat disinformation, but while companies have taken some measures to address this problem over the past two years, their efforts have been patchy, incomplete, and inconsistent—at best. At worst, responses from leadership at companies like Facebook have exacerbated conspiracy theories and disinformation campaigns. The private sector possesses technical expertise and capacity to implement solutions and is less likely to be hampered by the sweeping interpretations of free speech that federal courts currently use to constrain government. However, companies rely on capturing user attention and pursue the public interest only insofar as it aligns with their bottom line.

Beyond this, technology companies have relied too heavily on “technological solutionism”: the idea that simply by building more sophisticated, efficient digital tools, we can solve complex social and political problems. For instance, Facebook leadership has put a fervent public emphasis on advancing artificial intelligence to detect problem behavior on its platforms. Technology firms suggest black box solutions for problems that are human as well as technological, proposing to fight automation with more automation. However, these technologies are not capable of processing the full linguistic and cultural complexity of human expression, leaving them unable to reliably distinguish between false or misleading messages and other types of content. Moreover, the algorithms used to police social media platforms are vulnerable to the biases and fallibility of their producers. Technology companies created the problems on their platforms that they now claim necessitate the use of technologies that haven’t yet been realized—asking for trust that they have not earned. Without transparency or accountability to the people via government intervention, these companies cannot be relied on to act in the public interest.

While we work to build such policies, we must also guard against reactive, authoritarian responses to the problem of digital deception. As we have seen around the world, state actors can take advantage of perceived crises to appoint themselves as the arbiters of truth, coopting accusations of “digital disinformation” or “fake news” to discredit political dissent—even as those same regimes deploy the tactics of digital deception to advance propaganda. Without guidance from government and civil society to find the right balance, technology companies could as easily overcorrect and become private censorship bodies. Responses to deceptive digital politics must not further entrench the problem or give fodder for political despots to exert control over the media. Rather, any solution must hew to democratic tenets and be implemented after deliberation over potential consequences.
Digital deception strikes at the heart of our political system and necessitates the involvement of public institutions and civil society to reinstate democratic self-government. Government must step in to enact sensible policies that safeguard democracy, compelling compliance and enforcing penalties for violators. Civil society—including researchers, the media, think tanks, advocacy groups, public interest technologists, and individual members of the public—has a major role to play in influencing government and technology companies to action and ensuring that the policies enacted serve the public interest.

In the following sections, we examine policy proposals and recommend specific interventions that merit discussion and advocacy. These proposals can be evaluated against the rubric established above by asking two sets of questions:

1. **Democratic principles:** Does this measure increase transparency, helping the public know who is seeking to influence them? Does it promote accountability by bringing political actors and technology companies under democratic control?

2. **Effectiveness:** Does it set adequate standards, foster coordination to tackle the complexity of the problem, allow for adaptability, and include all necessary perspectives?

We have subdivided our proposals into two broad categories: immediate policy proposals, which can and should be considered in the short term, and long-term systemic changes, which are necessary but cannot adequately protect our elections within the next election cycle. We are not the first to suggest many of these proposals; other sources have identified various policy subsets that we discuss below, and we ourselves have discussed the campaign finance angle in depth elsewhere. Our hope is that by compiling the most promising options, in keeping with the principles laid out above, this paper can serve as an organized jumping-off point for debate and deliberation, with the goal of achieving both immediate and systemic changes needed to protect our democracy.
IMMEDIATE POLICY PROPOSALS

While deceptive digital politics will certainly require ongoing research to understand completely and solve, it is imperative that we rapidly respond to protect our democracy in time for the pivotal 2020 U.S. presidential election. The federal government, technology companies, and civil society need to mobilize on campaign finance reform, data usage and privacy, automated and fake accounts, platform liability, and multisector infrastructure, tackling the most immediate threats to our democracy.

Campaign Finance

The problems with online political advertising—including discriminatory and manipulative microtargeting, foreign interference, and the overall lack of transparency—can largely be attributed to gaps in campaign finance laws and regulations. Campaign finance may at first glance seem like a narrow framework, but in fact these rules and regulations offer important tools for tackling deceptive digital politics, from paid political ads to supposedly “free” posts made by paid operatives. Closing these gaps and ensuring transparency for all paid political activity would be a considerable improvement and could be achieved quickly and at low cost.

The Federal Election Commission (FEC), Congress, and major technology platforms have all taken cursory steps in this area, but there is much more to be done to truly safeguard democracy. The FEC is currently evaluating proposals for updating its disclaimer requirements for online political ads (which have previously been reviewed on a case-by-case basis). However, the commission moves slowly and is severely limited by partisan deadlock.

Meanwhile, Congress is considering the Honest Ads Act, a bill introduced by Senators Amy Klobuchar (D-Minn.), Mark Warner (D-Va.), and the late John McCain (R-Ariz.). This act would require online platforms with more than 50 million monthly visitors to maintain public records of all political ad purchases over $500, including copies of the ad, descriptions of the target audience, the amount of the purchase, the name of the candidate or office being supported or opposed, and contact information for the purchaser. In addition, it would require platforms to ensure that they are not selling election ads to foreign agents. This would be a marked improvement to the problem of microtargeted “dark ads” and would institute a modicum of accountability for major advertising platforms like Facebook and Google.

Facebook, Twitter, and Google have each introduced purchase verification requirements to prevent foreign entities from buying campaign ads, launched political advertising databases similar to the Honest Ad Act requirements, and added disclaimers to political advertising. However, the platforms haven’t provided the same degree of information that government regulation could require. For example, verification requirements are easily gamed by hiring third parties or using front-group names (also a common tactic in dark money spending); in fact, ad buyers can fill in virtually any name to get an ad approved. Moreover, the platforms don’t share detailed information about the specific audiences targeted and amounts spent by ad buyers. They all cover election-related ads, but provide variable information about so-called “issue ads,” which are just as important in elections. Automated approaches to identifying political ads have resulted in false positives (blocking nonpolitical content) and false negatives (allowing political content to escape labeling).
The federal government has failed to make progress on these issues, but some states and cities are forging ahead with laws similar to the Honest Ads Act. These include Maryland, Washington, New York, and California, as well as Seattle, where an investigation by a reporter at The Stranger uncovered an existing law that requires political advertising disclosure from the technology platforms—a discovery that has sent Facebook to court.33, 34

**Proposals:** (building on Sridharan and Ravel’s previous report)35

1. **Pass the Honest Ads Act** mandating that major technology platforms publish political ad files in order to increase transparency for money in digital politics and dark advertising. Ensure that the data provided is standardized across platforms and provides the necessary level of detail regarding target audiences and ad spends. Records should remain publicly available for several years to facilitate enforcement.

2. **Expand the definition of “eletioneering communications” to include online ads, and extend the window for communications to qualify as “eletioneering.”** Electioneering communications are ads on hot-button issues that air near an election and reference a candidate, but do not explicitly advocate for or against that candidate. Online ads are currently exempted from the disclosure rules for this type of advertising, which apply to TV, radio, and print. However, online ads that satisfy the definition of electioneering communications ought to be regulated. Moreover, with political ads running earlier and earlier each election cycle, it is important to extend the window of time that electioneering regulations apply for online advertising.

3. **Increase disclosure requirements for paid issue ads,** which frequently implicitly support or oppose candidates and are intended to motivate political action, but receive little oversight. This is one area where the government is hampered by court interpretations of free speech, but where technology companies could successfully intervene with civil society guidance.

4. **Increase transparency for the full digital advertising ecosystem by requiring all political committees to disclose spending by subvendors to the FEC.** Right now, committees must report payments made to consultants and vendors, but aren’t required to disclose payments made by those consultants and vendors for purchases of ads, ad production, voter data, or other items—meaning much digital activity goes unreported. California has a rule that requires political committees to report all payments of $500 or more made by vendors and consultants on their behalf.36 Similar rules should be adopted at the federal level.

5. **Adapt on-ad “paid for by” disclaimer regulations to apply to digital advertising.** Digital political ads should be clearly labeled as promoted content and marked with the name of whoever purchased them. They must contain a one-step mechanism, such as a hyperlink or pop-up, for accessing more detailed disclaimer information, including explicit information about whom the ad is targeting. There should be no exceptions to this rule based on the size of ads; unlike with pens or buttons, technology companies can adapt the size of digital ads to meet legal requirements.

6. **Create an independent authority that is empowered to investigate the flows of funding in digital political activity.** This equivalent to the Financial Industry Regulatory Authority would be charged with following political money to its true sources, making it easier for the FEC to identify violations and illegal activity and enforce penalties.
7. Eliminate dark money in politics. The policies above would improve transparency and accountability in our political system, but so long as dark money goes unchecked, their impact will be limited. Political donors will continue to hide their identities, disclosing only the misleading names of front groups. While congressional and judicial options would ultimately be needed to accomplish this, another avenue might be for technology companies to require ad purchasers to list their true top funders.37

Data Usage and Privacy

Access to and usage of data is a key component of deceptive digital politics. Like oil or gold in the analog days, data is the primary resource of the digital economy. Data about voters plays a major role in politics; campaigns and political organizations want to know everything about people, from their demographics to their voting behavior and political leanings to their interests, personalities, and beyond.38 Social media platforms are rich sources of this information, which they mine to sell advertising—while legitimate and illegitimate political actors capitalize on it to influence and manipulate the voting public. Microtargeting and dark ads function through the use of data to define narrow groups that can be targeted with exquisitely specific messaging—an issue at the heart of both the Russian interference and Cambridge Analytica scandals.

In the U.S., there is no comprehensive federal data privacy law. The Obama administration put forth a “Consumer Privacy Bill of Rights” in 2012, outlining seven key principles: individual control over data collection and use; transparency about privacy and security policies; data use in context; security; access and accuracy; limits on personal data collection by companies; and accountability.39 However, this was never codified, leaving Americans’ digital privacy to be governed by an uneven patchwork of federal and state departments.40 In the wake of the Cambridge Analytica scandal, Senators Edward J. Markey (D-Mass.) and Richard Blumenthal (D-Conn.) introduced the Customer Online Notifications for Stopping Edge-provider Network Transgressions (CONSENT) Act, to be enforced by the Federal Trade Commission (FTC), which would require companies like Facebook and Google to obtain opt-in consent from users for all data collection and sharing, implement data security practices, and notify users of data breaches.41 However, like the Honest Ads Act, the CONSENT Act faces an uphill battle in Congress.

As with campaign finance reform, the states are taking action. California recently passed a landmark privacy protection law, the California Consumer Privacy Act, which is the most stringent in the country. The California law, as with Europe’s GDPR and the proposed CONSENT Act, provides that consumers have a right to know what data companies are collecting about them and with whom it is shared, the right to request that their data be deleted, the ability to opt out of the sale of their data, and the ability to access data in a portable format.42

Protections such as these ensure that individuals are able to control how their information is used or sold, providing a shield against microtargeting. However, opting out of data collection, sharing, or sales requires action on the part of individuals, and most people may not use the protections available to them without education about the benefits and drawbacks and user-friendly interfaces for doing so.
Proposals:

8. **Codify the Consumer Privacy Bill of Rights.** We need uniform federal legislation and stronger FTC oversight to protect Americans’ privacy and political integrity, rather than relying on the present mishmash of protections. People should have control over how their data is collected and used.

9. **Ensure companies’ data usage policies are truly accessible and transparent to users.** Once charged with this task, the FTC must make sure that consumers have meaningful and easy access to and control over their information, rather than confusing systems that merely adhere to the letter of the law.

10. **Include targeting information in on-ad disclaimers** with greater specificity than what the platforms are already doing. We should ensure that targeting information for political ads is included not only in the political ad files discussed in the previous section, but also in any on-ad disclaimers.

11. **Evaluate targeting options from a civil rights perspective.** Targeting political ads based on categories such as gender or race—or using proxies for them such as individuals’ interests in black history or Latin hip hop—allows for divisive messaging. Platforms must work with civil rights groups to determine how to best prevent these harms without stifling pro-social efforts such as “get out the vote” drives.

12. **Educate the public about their rights and the benefits and drawbacks of allowing their data to be used.** Consumers are apt to unthinkingly accept complex privacy and data usage policies in order to access attractive online services. A public education campaign should seek to help people be more informed consumers who understand what is at stake in their choices.

13. **Demonetize bad actors on social media.** Technology companies should be required to shut down the advertising revenue streams for known malicious or deceptive actors.

**Automated and Fake Accounts**

Thus far, our policy proposals have focused on paid online advertising and targeted posts. However, as discussed in earlier sections of the paper, coordinated online political manipulation extends beyond such tactics to include the use of political bots and trolls to manipulate and falsify public opinion. To address the challenges posed by computational propaganda, it is necessary to bring greater transparency to the world of automation and algorithms. In order to evaluate the messages that they see on social media, the public needs to trust that messages are not being falsely amplified.

Bots can provide useful informational benefits to the public. Simply banning automated activity on social media would unnecessarily limit expression. Any policy proposal that tackles political bots must distinguish between those that are benevolent and those that are deployed by malicious actors. Transparency can be a useful mechanism for doing so.

Lawmakers at the federal and state levels have introduced legislation attempting to do just that. In Congress, Senator Dianne Feinstein (D-Calif.) recently introduced the Bot Disclosure and Accountability Act, which would require social media companies, under FTC oversight, to label bots on their platforms; prohibit political candidates and parties from using bots to advertise; and restrict the use of bots by political action committees, corporations, and unions.43
In California, a new law prohibits the use of bots to mislead people around commercial or political activities and requires that all bots disclose that they are automated accounts.\textsuperscript{44}

Tech companies themselves have taken some steps towards reducing the impact of computational propaganda, with varying degrees of effectiveness. Facebook is deploying machine learning to identify fake accounts for removal, as well as introducing a new feature that shows users where a page’s administrators are located.\textsuperscript{45} Twitter has implemented a new policy of removing suspicious accounts (often but not always bots) from users’ follower counts and is suspending accounts at astronomical rates (70 million between May and June 2018).\textsuperscript{46}

Proposals:

14. **Require disclosure of automated accounts.** Bots should be clearly labeled as such, and there should be limits placed on their use for electioneering purposes. This would defang accounts that attempt to impersonate humans in order to deceive the public for political or commercial purposes, without harming the vast majority of bots that serve the public good.

15. **Remove automated and fake accounts from follower counts, recommendation engines, and popularity-based algorithms.** Social media users need to know what real people on Facebook and Twitter are talking about and how influential a public figure actually is, not what an active botnet or troll army wants them to see. That said, there is some value to anonymous or pseudonymous political speech in the context of supporting dissent in authoritarian regimes; more needs to be done to determine how to enable legitimate anonymity while neutralizing harmful fakery.

16. **Require technology companies to disclose what percentage of their users are automated or fake accounts and how successful they have been at removing them.** This measure, which could be enforced by the FTC, would enable the public to evaluate the scale of the problem on any given platform.

17. **Treat posts by bots as a form of public communication for the purposes of campaign finance law.** Bots have been deployed as a way for political campaigns and outside spending groups to share information, but by law, these entities are not supposed to coordinate in any way.\textsuperscript{47} Moreover, if automated activity is paid for by a political campaign, it should fall under campaign finance disclosure obligations.

**Platform Liability**

The Communications Decency Act of 1996 was intended to tackle pornographic, obscene, and indecent material on the internet. It contained a provision—Section 230—that immunizes online service providers from legal liability for content posted by third parties.\textsuperscript{48} This provision ensures that providers, such as social media platforms, can set rules governing the content allowed on their sites without being considered “publishers” that have editorial control over—and liability for—that content. Its goals are to promote innovation and protect free expression online. However, this provision has also shielded technology companies from having to confront the harmful activities, such as deceptive digital politics, that are enabled—and shaped—by their services.

Modifying Section 230 would bring a measure of accountability to online service providers, requiring them to be vigilant about addressing digital deception even once public attention
has shifted from present scandals. The counterargument to doing so is that this could cause technology companies to overcorrect and become censorious. However, it is likely possible to craft modifications in such a way as to prevent that. Researcher Tim Hwang has analyzed the options for working with, amending, or eliminating this provision and recommends carving out exceptions to platforms’ immunity, incentivizing them to tackle distribution tactics such as foreign interference, automation-based fraud, and microtargeting.49

Proposal:

18. Amend Section 230 of the Communications Decency Act to eliminate the liability exemption for online service providers, requiring them to deter foreign election interference, harmful microtargeting, and automation-based political fraud.

Multisector Infrastructure

Digital threats to our democracy have thus far been dealt with on an ad hoc basis by an alphabet soup of federal agencies. Federal infrastructure for dealing with such problems has steadily weakened over time; the Trump administration recently eliminated top cybersecurity policy positions, the Global Engagement Center (a State Department initiative meant to address Russian interference) is strapped for cash, and the Office of Technology Assessment, which used to provide Congress with authoritative analyses of scientific and technological issues, was defunded in 1995.50, 51 Meanwhile, technology companies are coordinating around election security—but in private and with little guarantee of ongoing knowledge sharing over time due to competitive pressures.

In addition to requiring Congress to act and empowering the FEC and the FTC to protect voters and consumers online, we must build a robust multisector infrastructure for proactively tackling deceptive digital politics. One newly introduced Senate bill would create an “emerging technology policy lab” tasked with analyzing and making recommendations regarding the use of new technologies such as artificial intelligence by the federal government; it might be possible to include measures related to deceptive digital politics under this agency’s purview.52 Beyond information sharing, coordination, and analysis, such a body could potentially have enforcement capabilities.

Proposals:

19. Reinstate the Office of Technology Assessment to ensure that Congress is up to date on developments in digital and other technologies. The legislative branch’s lack of objective technical expertise is hampering its ability to govern in the face of technological advances, creating gaps that will only become more dangerous with time.

20. Reinstate a cybersecurity policy lead in the executive branch. National Security Council senior directors are currently doing this work; however, it merits a dedicated expert to lead efforts.53

21. Establish a central agency or task force to coordinate information sharing between federal agencies and technology companies. This entity could detect and counter threats, enforce or advise on enforcement of related laws and regulations, and remain up-to-date on relevant technological and geopolitical developments. This could be a new body or, more efficiently, an expansion in scope for an existing agency.
SYSTEMIC CHANGES

In parallel to tackling deceptive digital threats in the short term, we must work as a society towards systemic changes to prevent or mitigate present and future threats. These efforts may take years to have measurable impact, but they are needed to structure a more resilient democracy. Beyond advocating for the immediate and urgent steps outlined above, civil society has a major role to play in advancing these measures.

Global Cooperation

In order to protect democracy at the global level, the U.S. must convene and take part in international conversations about deceptive digital politics. Democracies around the world are grappling with computational propaganda, but despite the global scale and interconnectedness of the problem, there has been little international coordination to resolve it. Several countries have attempted to regulate the problem on their own, with varying degrees of success. Some have taken markedly authoritarian approaches, further destabilizing democracy rather than safeguarding it.54 Effective approaches to improve coordination in this area will likely take time due to the complexities of geopolitical strategy and the foreign policy incentives involved; however, they are necessary to future-proof democracy in the long term.

The European Union has taken a strong regulatory approach to technology companies in some areas. From the GDPR to antitrust regulations and fines, the EU has acted rapidly to protect consumer privacy and weaken perceived monopolies—often at significant cost to technology companies.55 However, when it comes to election protection, the EU has thus far taken a weaker tack. In September 2018, Facebook, Google, Twitter, and other major companies signed onto a European Commission Code of Practice agreeing to address political advertising transparency, demonetization of bad actors, and fake accounts and bots; amplify authoritative content; and share data with researchers.56 However, this agreement lacks measurable outcomes or enforcement mechanisms, falling prey to the usual pitfalls of self-regulation.57

Proposals:

22. Establish a global cybersecurity accord. Information warfare is a growing threat to democracy and international stability. Creating an international agreement to eschew online election interference in other countries would be a meaningful step towards protecting democracy. Ideally, this would include enforcement mechanisms.

23. Share information openly between allies. Government agencies, technology companies, and civil society actors around the world should share intelligence about manipulation operations freely across borders and aid in each other’s transnational enforcement efforts.

24. Learn from policy models around the world. It is important to evaluate and learn from efforts to counter digital deception in other countries, while promoting responses based in democratic principles. Of course, policy models must be adapted to the local context; laws that might work in one country may be counterproductive in another, depending on governing structures, political dynamics, and differential uses of social media by populations. For example, disinformation spread on WhatsApp is a larger problem in other countries than in the U.S. and necessitates tailored responses.58
25. Promote democratic responses to digital deception abroad. Deceptive digital politics occurs across national boundaries and is being used to advance nationalistic and authoritarian agendas around the world. In the interest of promoting international stability, the U.S. should encourage other countries to respond to digital threats in ways that bolster democracy.

Research and Development

Technology companies must collaborate with civil society on research to detect threats, understand the political impacts of existing technologies, and design new digital technologies that better serve the public interest.

Academics and independent research groups have already contributed significantly to our understanding of deceptive digital politics; however, they are severely limited by what data the platforms choose to make available to them.

Facing greater public scrutiny, Facebook and Twitter have already taken small steps towards collaboration with researchers. Facebook has partnered with the Social Science Research Council, Social Science One, and philanthropic foundations on the Social Data Initiative, which shares privacy-protected data with researchers studying the role of social media in democracy and elections. However, this initiative comes with a major caveat: data will only be made available for 2017 and later, preventing examination of the 2016 election. As discussed above, Facebook’s civil rights audit is a promising step, though greater transparency is needed with regard to its findings in order to ensure the company follows through. Meanwhile, as part of its goal to promote “healthy conversation,” Twitter has partnered with researchers examining echo chambers and ties between online communities. It is important to note that while the researchers’ results remain independent, the platforms have heavy influence in setting the research agenda.

Civil society actors have also begun to develop frameworks for designing better technologies. From the Center for Humane Technology to the Institute for the Future’s Ethical OS Toolkit (which Woolley helped develop), public interest technologists, social scientists, and advocacy groups are conceptualizing ways to build ethical considerations into the R&D process.

Proposals:

26. Share data openly with third-party researchers. Technology companies should be required to provide researchers with access to platform data—of course, protecting user privacy—without placing limitations on the research agenda. Concerted efforts should be made to include researchers representing and studying impacts on marginalized groups.

27. Develop tools to detect disinformation and false accounts. While improving artificial intelligence won’t be a magic bullet for solving deceptive digital politics, it is a necessary part of the solution. Technology companies possess expertise that government agencies lack when it comes to detecting digital threats. By sharing data with outside researchers, technology companies could likely greatly speed up the process of developing tools to assist with identifying deceptive political actors and content.
28. Consult with civil rights groups on an ongoing basis and incorporate findings into product development. Facebook’s audit is a good starting point, but the results should be made public in the interest of transparency and accountability. Moreover, these groups’ perspectives should be incorporated into product development processes rather than treated as a one-off public relations engagement.

29. Collaborate on ethical technology. Technology companies should engage with efforts such as the Center for Humane Technology and the Ethical OS in order to improve their design processes. New social media technologies should account for the ways they can be abused and should be designed to advance the public interest, not just companies’ bottom lines.

Media and Civic Education

Most of the measures we have discussed so far seek to counter the threat of digital deception via efforts to target malicious actors and deceptive tactics. Another important piece of the puzzle is how to increase the resilience of the public in the face of digital attacks on political processes. This can be done by reinvigorating civic education and media literacy skills in the population, as well as by supporting credible media sources so that the press can work to amplify the truth in the face of disinformation.

Media organizations and civil society groups are already doing significant work to combat disinformation—via fact-checking initiatives, for example. However, they face major challenges in the social media environment, where the supposed democratization of information has made it easy to post and amplify incredible amounts of content and flattened the distinction between credible and deceptive information sources. Fact-checking is time consuming and checkers struggle to keep pace with the spread of disinformation. Facebook’s partners, for example, take three days to process and down-rank false information once it is brought to their attention. Moreover, it is unclear whether fact checks have the intended effect on audiences.

The public, meanwhile, struggle to understand the extent to which social media has affected the distribution of information or to distinguish between reliable and unreliable sources. People readily seek out information that confirms their biases; in fact research suggests that many may view the consumption of partisan news as a form of political expression. Media literacy and civic education can combat the biases that predispose people to fall prey to digital deception.

Proposals:

30. Multisector media literacy initiatives. The government should work with tech companies, media outlets, and other civil society groups on a large-scale public education campaign about disinformation and critical reading skills.

31. Build media literacy and civics into public education. Public schools should incorporate democratic principles and media evaluation skills into their curricula to ensure that the next generation of voters is less susceptible to deceptive digital tactics.

32. Support local newsrooms. Funders, technology companies, and the rest of civil society need to rally around local reporting. We need to rebuild the infrastructure of credible journalism as a counterweight to disinformation.
Competition

A final area that merits consideration is policies to promote competition and reduce the market dominance of companies such as Facebook and Alphabet. This could help alleviate the harms of deceptive digital politics by reducing the reach of platforms, forcing them to reevaluate their business models, and making them more likely to comply with regulation.

Proponents of antitrust legislation argue that technology companies have grown too big to hold accountable and are engaged in anti-competitive behavior that gives them disproportionate reach and influence. Facebook, for one, has captured a major portion of the social media market with its acquisitions of Instagram and WhatsApp. Google, meanwhile, was fined $5 billion by the EU in July 2018 for tying its search engine and Chrome to Android devices. This amount doesn’t meaningfully impact Google’s profits—but if companies were to be policed more heavily by market regulators in the U.S. and around the world, they might be more amenable to reevaluating their business models.

Measures to increase competition for online platforms won’t eliminate digital deception, however. Opportunistic actors can simply move to new platforms. Facebook provides influence operatives with enormous reach (two billion users) at low cost, combined with the functionality to narrowly target specific groups. However these actors already engage in cross-platform operations. The ecosystem of digital deception extends from gaming platforms like Discord to 4Chan and 8Chan to Tumblr, Pinterest, and LinkedIn. Introducing competitive pressures might reduce the reach of any single platform, but the barriers to operating on more and newer platforms will likely remain low enough that online political manipulation will continue apace.

Proposals:

33. **Review mergers and acquisitions more stringently.** Facebook and Alphabet have achieved market dominance by acquiring new businesses and potential rivals. The FTC should review all past and future mergers and acquisitions by these companies with a more stringent standard than the present one (which is based on costs to consumers—a standard that is largely irrelevant in the face of these companies’ “free” products).

34. **Investigate and enforce penalties for anti-competitive behavior by technology companies.** Those competitors that the technology titans don’t acquire, they seek to drive out of business using their existing market dominance. The FTC must bring greater accountability to the technology sector and penalize bad behavior by companies to demonstrate that they can no longer act against the public interest with impunity.
CONCLUSION

Our democracy is being threatened by deceptive digital politics—and though the problem has been widely known since the 2016 election, we have yet to act to safeguard our political processes. Leaving technology companies to their own devices has failed to protect the public interest, while the problem itself is being used to feed nationalistic and authoritarian propaganda narratives in the U.S. and around the world. It is imperative that government, civil society, and technology companies come together to respond to these complex problems via policy interventions that are grounded in democratic principles.

In this paper, we have offered numerous proposals for combatting digital deception in politics, grounded in the principles of transparency, accountability, standards, coordination, adaptability, and inclusivity. While wide-ranging, these proposals are not comprehensive, and each merits further consideration to ensure that it truly serves the public interest. We hope that this can serve as a productive starting point for a rapid deliberation process that results in meaningful policy change in time for the 2020 elections.
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