Electrocorticography reveals continuous auditory and visual speech tracking in temporal and occipital cortex
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Abstract
During natural speech perception, humans must parse temporally continuous auditory and visual speech signals into sequences of words. However, most studies of speech perception present only single words or syllables. We used electrocorticography (subdural electrodes implanted on the brains of epileptic patients) to investigate the neural mechanisms for processing continuous audiovisual speech signals consisting of individual sentences. Using partial correlation analysis, we found that posterior superior temporal gyrus (pSTG) and medial occipital cortex tracked both the auditory and the visual speech envelopes. These same regions, as well as inferior temporal cortex, responded more strongly to a dynamic video of a talking face compared to auditory speech paired with a static face. Occipital cortex and pSTG carry temporal information about both auditory and visual speech dynamics. Visual speech tracking in pSTG may be a mechanism for enhancing perception of degraded auditory speech.

Introduction
While many studies of speech perception examine only single syllables or words, in natural situations, humans are typically presented with a parallel stream of visual (mouth movements) and auditory speech. Improved knowledge about the brain regions and neural responses that track concurrent features of the auditory and the visual speech signal will lead to a better understanding of how visual information improves speech perception (Ross, Saint-Amour, Leavitt, Javitt, & Foxe, 2007; Sumby & Pollack, 1954).

The posterior superior temporal gyrus and superior temporal sulcus (pSTG/pSTS) are likely candidates for auditory and visual speech tracking. These areas show multisensory responses to auditory and visual stimuli in fMRI (Beauchamp, Lee, Argall, & Martin, 2004; Lee & Noppeney, 2011; Noesselt et al., 2007; Stevenson & James, 2009), EEG/MEG (Arnal, Wyart, & Giraud, 2011; Schepers, Schneider, Hipp, Engel, & Senkowski, 2013) and with intracranial ECoG recordings (Ozker, Schepers, Magnotti, Yoshor, & Beauchamp, 2017; Rhone et al., 2016). However, the current understanding of audiovisual integration in the context of speech processing is rather incomplete. The evidence suggests that normal hearing listeners may use audiovisual integration for other purposes than speech comprehension (e.g., simultaneity detection, Noesselt et al., 2007). In fact, visual information can have a strong effect on speech perception, as demonstrated, for example, by the McGurk effect (McGurk & MacDonald, 1976; Nath and Beauchamp, 2012) and the enhancement of speech intelligibility by several dB SNR (Shannon et al., 1995). In the presence of noise, visual speech tracking in pSTG may be a mechanism for enhancing perception of degraded auditory speech (Ozker et al., 2017).

Most studies on audiovisual speech perception so far compared average neural response magnitude and latency differences between unimodal and multimodal experimental conditions (Besle et al., 2008; Rhone et al., 2016; Schepers, Yoshor, & Beauchamp, 2015; van Wassenhove, Grant, & Poeppel, 2005) but did not focus on the representation of dynamic speech characteristics of the different modalities (e.g., using stimuli with continuous sentence analysis or using different perceptual modalities such as audio and video streams). The effects of visual speech information on auditory speech tracking have been investigated with EEG in auditory noise-free (Crosse, Butler, & Lalor, 2015) and auditory noisy (Crosse, Di Liberto, & Lalor, 2016) conditions. The authors showed that representation of the auditory speech envelope is enhanced in noise-free conditions specifically with congruent visual speech and that in the presence of severe auditory noise, visual speech can improve early temporal tracking of the auditory speech stream. These EEG studies...
did not differentially investigate which brain regions exhibit speech tracking and whether the parallel visual speech information is actually represented together with the auditory speech information in neural responses.

Recently, different models of the sensory speech input were related to the EEG signal during silent lip reading, and it was found that the unheared auditory speech envelope among other signals could predict the visual EEG signal (O’Sullivan, Crosse, Di Liberto, & Lalor, 2016). Additionally, visible lips movements accompanying speech have been related to low-frequency oscillations with MEG (Park, Kayser, Thut, & Gross, 2016). Park et al. observed speech lip movement tracking in visual cortex and left motor cortex for low-frequency responses (below 11 Hz). Yet, while these results are highly informative on the dynamic tracking of visual speech features in the brain, the authors focused in tracking of visual information only and did not simultaneously look at coherence between the auditory speech envelope and the brain responses, which could have informed about audiovisual effects.

In contrast to MEG and EEG, ECoG recordings offer spatial resolution in the millimetre range and temporal resolution that is sufficiently high to analyse ongoing speech coding in the human brain and to discriminate information encoded in slow and fast dynamic ranges. Moreover, ECoG recordings offer a higher signal-to-noise ratio in the fast dynamic signal range above 60 Hz than MEG and EEG recordings (Quandt et al., 2012). Combining ECoG recordings with statistical modelling techniques recent studies was able to reveal neural mechanisms specific of speech coding in the human brain with high spatial and temporal resolution (Chang et al., 2010; Holdgraf et al., 2016, 2017; Mesgarani & Chang, 2012; Mesgarani, Cheung, Johnson, & Chang, 2014). Zion Golumbic et al. (2013) showed with ECoG that high gamma responses in STG track the auditory speech envelope during audiovisual speech perception but did not investigate visual lip movement tracking. Brain regions tracking the auditory as well as the visual speech information are likely candidates for audiovisual integration of concurrent speech features as their neural activation contains information on both speech signals.

To simultaneously address the question of auditory as well as visual speech tracking in the human brain, clear auditory sentences were presented with either dynamic videos (AV dyn condition) or a static image (AV static condition) while ECoG signals were recorded. Partial correlation analyses were performed between slow (low frequency or LF, 6 – 30 Hz) and fast (high gamma or HG, 70 – 250 Hz) dynamic signal ranges and the auditory as well as the visual speech envelopes to investigate their representation in the brain responses separately. Previous research has suggested that the two different dynamic bands serve different computational functions in speech processing (Giraud & Poeppel, 2012). The HG band responses reflect local neural processing (Lachaux, Axmacher, Mormann, Halgren, & Crone, 2012; Ray & Maussel, 2011) and auditory feature processing in primary and higher cortices (Holdgraf et al., 2016, 2017; Ozker et al., 2017). The role of LF band activity (from 6 Hz to 30 Hz) in sentence processing might be related to semantic processing (Wang et al., 2012), disruption of the perceptual status-quo (Engel & Fries, 2010) and sentence unification (Bastiaansen, Magyari, & Hagoort, 2010). Interestingly, noninvasive studies demonstrated that LF band brain responses can be entrained by speech (Ding and Simon 2014). Due to the putative differences in computational function, we analysed LF and HG bands separately.

Our results show tracking of both auditory and visual speech envelopes in pSTG and visual cortex, providing further support for the notion that these areas process multimodal speech information.

Material and Methods

Subjects

ECoG data of seven subjects (one male; six right-handed (self-reported); mean age = 41 years, standard deviation = 13 years) were collected and all of them had normal or corrected-to-normal vision. Subdural electrodes were implanted for the clinical purpose of monitoring the onset of seizures in patients affected by intractable epilepsy. The study was approved by the local ethics review board (Baylor College of Medicine Institutional Review Board and the University of Texas Committees for the Protection of Human Subjects), and subjects gave informed consent prior to the experimental session.

Stimuli

All subjects were attending to videos or static pictures of a speaker uttering a sentence in English of the type “William bought eight white pencils” (either only with an audio track or with a video in which a speaker was uttering the sentences, that is the lip movements were visible on the monitor). A set of 210 different sentences were recorded with a female native English speaker and consisted of videos recorded with a JVC GC-PX100 camera and a Rode M2 cardioïd microphone placed in front of the speaker (approximately 30 cm) and care was taken that the microphone did not appear in the image and that the values of the audio intensity were not clipped. The videos were acquired with a frame rate of 60 Hz and successively stored on disc in a standard format (AVI). The audio signal was recorded at 48 kHz with a fade-in/fade-out effect in the early and late 20 ms of the track. The sequence was low-pass filtered at 10 kHz with a 24th order forward–reverse Butterworth filter, 16 bits quantized, and normalized to the maximum root-mean-square value of all sentences, to avoid signal clipping.

The speech data used in the experiment were selected from a speech corpus extensively used in speech audiometry (i.e., for the evaluation of speech performance of hearing aids, OLSA, English Oldenburger Satzttest). Each sentence consisted of five consecutive words uttered at normal speed and representing five word categories (people names – verbs numbers – adjectives – objects). The vocabulary consisted respectively of 10 different words for each category recombined to form a corpus of 210 sentences of correct semantic meaning (e.g., “Rachel ordered four red flowers”). Half of the sentences (105) were presented with synchronized auditory and dynamic visual streams, denoted auditory with dynamic video (AV dyn) condition, the other half was presented with the originally recorded auditory track together with a static image of the speaker, denoted auditory with static video (AV static) condition (Figure 1a). The onset of the video was monitored with a photodiode placed in the lower left corner of the screen where a small rectangle of 60 × 60 pixels changed from black to white at video start.

Stimuli: Audio and video feature extraction

The analyses reported here are based on the audio amplitude envelopes and the vertical lip distances (Figure 1b). We used PRAAT (Boersma & van Heuven, 2001) to calculate audio amplitude envelopes from audio spectrograms. The vertical lips distance was extracted from the visual stimuli using the IntraFace face-tracking software (Xiong & Torre, 2013) and interpolated to the sampling frequency of the brain recordings using a custom MatLab script.
Fig. 1. (a) Trial structure: Subjects listened to sentences presented either with the speaker moving the lips (auditory with dynamic video, AVdyn) or with a static image of a speaker (auditory with static video, AVstatic). After a short pause, a target word was presented and the subjects had to answer whether the word was present in the previous sentence. (b) Two stimulus features were extracted from the sentence utterance interval: The time series of the vertical mouth opening (red) and the envelope of the spectrogram (blue). Example time series for one sentence are shown. T0-T4 denote intervals for the time-resolved analysis (T0: before audio onset (t = 0.5 ± 0.25 s), T1: audio speech onset (t = 0 ± 0.25 s), T2: early sentence (1 ± 0.25 s), T3: middle sentence (2 ± 0.25 s), T4: late sentence (2 ± 0.25 s)). Note that in the AVdyn condition, the speaker may already move her lips prior to auditory speech onset. (c) Location of electrodes for all subjects, projected on a template brain. Over subjects, the highest densities are along the STG (blue), inferior somatomotor (magenta), prefrontal (green), occipital (red), and parietal (cyan) cortices, indicated by the hotter colours. OCC: occipital; PAR: parietal; PFC: prefrontal; SM: sensory-motor; TC: temporal cortex. (d) Correlation between the neural response and the auditory envelope for a representative electrode over pSTG. Frequency-resolved correlogram (partial correlations) for a single electrode (top left). The frequency range highlighted in the plot (80 ± 10 Hz) was used for the subsequent panels in d. Single trial correlation (Pearson’s correlation) across AVdyn trials between the neural response and the auditory envelope for the different lags from −1 to 1 s (top right). Single sentence neural response and auditory envelope time courses (r = 0.49, lag of 160 ms of the auditory envelope compared to the neural response (bottom right).
Experimental design

The experiment began with a grey background screen, instructing the subject to fixate the mouth of the speaker in the centre of the image. Each trial started with a still image of a speaker with a closed mouth maintained for a jittered time of 0.6–0.9 s (Figure 1a). Then, a video was delivered in AVdyn trials or the static image remained on the screen in AVstatic trials. Depending on the sentence length, this lasted between 2.8 and 4 s (mean duration = 3.2 s, SD = 0.33 s). Afterwards, a static image of the speaker corresponding to the last frame of the video was shown on AVdyn trials or the static image remained on the screen on AVstatic trials for a duration of 0.3 s. Subsequently, a word was presented (mean duration = 1.1 s, SD = 0.2 s) and the subject was asked to respond with the right mouse button if the word was included in the sentence or the left mouse button otherwise. This task was included to ensure that subjects were attending to the sentences during the presentation of the stimuli. The response mouse button triggered the start of the next trial.

All 210 trials were arranged in a pseudorandom succession with the limitation that a maximum of two sentences in a row from the same stimulus category (AVdyn or AVstatic) was allowed. Trials were presented in three blocks of 70 sentences, each of approximately 7 min’ duration. Rest periods were included between blocks. If the subject got tired, the last block or blocks were not presented (Subject 1 and 7), in compliance with the IRB protocol.

Data acquisition set-up

Each recording session took place in the subject’s hospital room and subjects comfortably sat in their bed in front of a telescopic arm-held monitor and listened to sound stimuli delivered by two loudspeakers placed on the wall to the left and right of the subject’s head. Stimuli were presented with Presentation software (Version 16-5; Neurobehavioral Systems, Inc., Albany, CA, USA) with a Dell 21.5” monitor (resolution 1,920 × 1,080 pixels, aspect ratio 16-9) at a distance of approximately 60 cm (22”) from the subject. The presented images covered the entire screen. Sounds were delivered from loudspeakers close to the subject’s back at a comfortable volume ensuring full intelligibility. Timestamps for the subjects answers were generated by the presentation software after the participants answered the question “Did the target occur in the sentence?” A yes/no answer was recorded from, respectively, a left/ right mouse button pressed with the right hand.

The audio output from the presentation laptop was split into two signals, one was sent to the external loudspeaker and the other was sent to the ECoG amplifier and recorded as additional ECoG channel to document the actual audio presentation. Finally, the photodiode signal was recorded in an additional channel of the ECoG amplifier.

Electrodes and data acquisition

Standard subdural recording electrodes were used (Ad-Tech Medical Instrument Corporation, Racine WI, USA). ECoG was recorded with a 128-channel amplifier (Cerebrus; Blackrock Microsystems, Salt Lake City, UT, USA) composed of four banks of 32 channels for each connector. The electrodes consisted of grids or strips of platinum alloy discs embedded in a silicon rubber support with 2.2 mm diameter exposed conductive surface and 1 cm centre-to-centre spacing. The ECoG signals were digitized at 2 kHz, low-pass filtered at 500 Hz (Butterworth filter, filter order of 4), high-pass filtered at 0.3 Hz (Butterworth filter, filter order of 1) and saved on disc. During the recordings, the electrodes were referenced to an intracranial electrode turned towards the skull.

The number of electrodes recorded was, respectively, 68 (S1), 51 (S2), 78 (S3), 70 (S4), 66 (S5), 51 (S6) and 108 (S7), for a total of 492 electrodes across seven subjects.

Anatomical localization

We coregistered the individual postsurgical CT-scans to the individual presurgical T1-weighted MR-scans using SPM8 (www.fil.ion.ucl.ac.uk/spm) to determine the location of the implanted electrodes with respect to the individual MRI anatomy. The cortical surface of each individual T1-weighted scan was extracted with FreeSurfer (Dale, Fischl, & Sereno, 1999; Fischl, Sereno, & Dale, 1999). Following the methods for electrode localization suggested by Hermes, Miller, Noordmans, Vansteensel, and Ramsey (2010), electrode positions were first manually marked in a postoperative CT-scan to capture potential brain shifts due to the craniotomy and then assigned to the nearest node on the cortical surface using the CTMR software (Hermes et al., 2010). Finally, the electrode coordinates from the individual anatomies were transformed into MNI-space using SPM8 (Ashburner & Friston, 2009). Anatomical labelling of the electrodes was performed with a custom script that finds the correspondence between the normalized electrode positions and the AAL atlas volumetric parcels (Michelli, Kaping, Westendorf, Valiante, & Womelsdorf, 2015; Tzourio-Mazoyer et al., 2002) for all subjects. Each electrode was mapped to a particular atlas parcel if its position was within 0.5 cm distance from that area.

Electrode visualization and grouping

We grouped electrodes into areas defined in the AAL atlas to conduct region-based analyses. The grouping resulted in nine areas (Figure 1c): superior temporal gyrus (STG); middle temporal gyrus (MTG), inferior temporal cortex, parahippocampal, and fusiform gyrus (IT-FG-PHC), inferior and superior parietal cortex (PAR), sensory-motor cortex (SM), prefrontal cortex (PFC) and occipital cortex (OCC). In addition, we subdivided STG at Heschl’s gyrus into an anterior STG (aSTG), which is less multimodal, and a posterior STG (pSTG) region, which is more multimodal (Ozker et al., 2017). Electrodes were visualized on the surface by means of FieldTrip (Oostenveld, Fries, Maris, & Schoffelen, 2011) and custom MatLab scripts (Figure 1c). The brain overlays in Figure 1 and all other figures were generated with a smoothing function with 0.75 cm radius around each electrode to be able to plot the cumulative results of the statistical analysis across subjects.

Audio and video onset extraction

The concurrent recording of the photodiode signal and the audio waveform in the electrophysiology amplifier allowed us to extract precise timestamps from the experiment, which were successively employed to epoch the data sets. None of the subjects reported delays between the audio and video streams. In detail, we cross-correlated the envelope of the audio track in the video with the actual audio envelope recorded in the amplifier to detect and correct potential delays between audio and video onsets with high precision. This cross-correlation showed a peak at the latency with the best match between audio track in the video and the actual audio envelope and allowed for correction of potential latency jitters in the onset of the audio stimulus presentation. The precision of this method is in the
order of 1 ms as the audio track was recorded at 2 kHz in the ECoG amplifier. We determined the auditory speech onset in each trial as the time when the sound wave was trespassing an amplitude threshold. Note that the video started before the auditory speech onset and that the speaker sometimes moved her mouth prior to auditory speech onset (e.g., Figure 1b upper panel).

**ECOG data processing and neural activation spectrograms**

Only data from electrodes that did not exhibit epileptic activity and that were not found to be sites of seizure onset were analysed. Bad channels were excluded after visual inspection and we used Info-max-independent component analysis (ICA) implemented in EEGLab to identify and project out line noise, large amplitude drifts, and high-amplitude transients that may originate from head, body or eye movements. Only a few ICA components (<2%) were discarded per session. Subsequently, the data sets were common average rereferenced using FieldTrip (Oostenveld et al., 2011).

In a next step, each channel’s amplitude variation was z-scored. The z-scoring was performed on the entire session, prior to epoching. However, the set of parameters for z-scoring, mean and standard deviation, were calculated from the intertrials segments (i.e., having no stimulation). Note that such intervals were not represented by the entire session, but by disjoint intervals. Subsequently, the continuous data were epoched considering data centred around speech onset (time before onset: 2 s, duration after onset: sentence length). Finally, spectrograms of neural activation were calculated from the preprocessed data using FieldTrip toolbox (Oostenveld et al., 2011; Thomson, 1982). Low frequencies (LF: 6–30 Hz) and high frequencies in the high gamma band (HG: 70–250 Hz) were analysed separately via harmonic decomposition of 0.5 s time windows advanced in steps of 50 ms. Data were tapered using a Hanning window for the low frequencies, and four dpss tapers for the high frequencies. The frequency resolution was 2 Hz in the LF band and 10 Hz in the HG band. From the complex coefficients, we calculated the amplitude for each frequency. We chose the lower bound of the LF band at 6 Hz as this includes the temporal speech and mouth envelope modulations (Chandrasekaran, Trubanova, Stillitano, Caplier, & Ghazanfar, 2009) and 30 Hz as the upper bound of the beta band, which is modulated by AV speech stimulation (Schepers et al., 2015). The functional segregation into high- and low-frequency bands is confirmed by the effect of the time-frequency analysis as shown in Supporting Information Figure S3.

**Stimulus-brain activation correlations**

We correlated the neural activation frequency bins of each electrode’s spectrogram separately with the auditory envelopes and the vertical mouth opening time courses (Figure 1b). We used partial correlation analysis to calculate the correlation between brain activation time series and auditory or visual stimulus time series. Partial correlation removes the potential effects of a common third variable from the two variables to be correlated (Kunihiro, Shibata, & Sibuya, 2004). If two time series are correlated, as is likely the case for the auditory and the visual speech envelope, partial correlation can remove the common variance of the visual envelope from the correlation between the auditory and the brain activation time series as well as the common variance of the auditory envelope from the correlation of the visual and the brain activation time series.

In detail, the partial correlation (or PC) used in the study computes a Pearson’s (linear) correlation between two time series (in this case the ECoG time series and the audio envelope), controlling for a third variable named $z$ (in this case a time series of the video envelope) using MatLab function $\rho = \text{partialcorr}(x,z)$, where $x$ contains the two time series to correlate. In our case, $z$ is the other modality’s stimulus envelope, also called external variable. The mathematical formulation of partial correlation is equivalent to solving a two associate linear regression problem, then to calculate their residuals and to finally correlate the residuals with Pearson’s index. In formulas:

$$w_{\text{ecog}}^* = \arg\min_w \left\{ \frac{1}{N} \sum_{i=1}^{N} \left( \text{ecogi} - \langle w, \text{vid} \rangle \right)^2 \right\}$$

$$w_{\text{aud}}^* = \arg\min_w \left\{ \frac{1}{N} \sum_{i=1}^{N} \left( \text{audi} - \langle w, \text{vid} \rangle \right)^2 \right\}$$

where $\text{ecog}$ and $\text{aud}$ represent, respectively, the preprocessed intracranial data and the $z$-scored intensity envelope of the audio track, $i$ is the trial index, $N$ is the number of trials, $w$ are the weights of the two linear regressions and $\text{vid}$ is the external variable to regress (the $z$-scored vertical lip distance). We then calculate the residuals:

$$\text{res}_{\text{ecog}} = \text{ecogi} - w_{\text{ecog}}^* \langle \text{vid} \rangle$$

$$\text{res}_{\text{aud}} = \text{audi} - w_{\text{aud}}^* \langle \text{vid} \rangle$$

The partial correlation between audio envelope and ECoG signal is the sample correlation of the two above-mentioned residuals.

**Statistics to determine whether an electrode is tracking speech envelopes**

To test if the 2D correlogram indicates tracking of speech envelopes by neural responses we employed a cluster based nonparametric randomization test suggested by Maris and Oostenveld (2007) and implemented in the Fieldtrip toolbox. This procedure consists of three steps: (a) generate a reference distribution of correlograms with random brain data, (b) derive a cluster level statistical threshold correcting for family wise error and (c) electrode-wise statistical testing of time-frequency correlation clusters.

(a) First, we generated reference distributions for the expected mean partial correlation in each entry of the correlograms under the assumption that the brain data contain no information about the stimulus envelopes. Therefore, we correlated the stimulus envelopes of each sentence with spectrograms of gaussian random noise with zero mean and standard deviation one, to mimic the $z$-scored brain data, and averaged over the single sentence correlograms to obtain a mean correlogram. We repeated this procedure 500 times to obtain a Monte Carlo distribution of the time-frequency correlogram entries that would be expected if the brain data contain no information about the stimulus envelopes. Note that we obtained reference distributions for the correlograms in the AVstatic and the AVdyn conditions separately, as in the experimental condition from 105 sentences for each condition.

(b) In the second step, the clustering step, we thresholded the correlogram reference distributions at the two-sided 1% percentile and found the time-frequency clusters of correlations that survived the criterion for each of the Monte Carlo correlograms. We then summed the correlations in the clusters and picked the cluster with the highest sum (maxsum criterion). The distribution of the maxsum cluster values of the Monte Carlo correlograms served as the test statistics to control the false alarm rate of the statistical test (Maris & Oostenveld, 2007).
Results

The population activations recorded with intracranial electrodes can provide information about the auditory and visual stimulus features encoded in the neural activation with high spatial and temporal specificity. The wide dynamic range of the intracranially recorded signals enabled us to report information encoding in different dynamic ranges of the brain signals, namely slow (low frequency, LF: 6–30 Hz) and fast (high gamma, HG: 70–250 Hz) oscillations, which are thought to reflect different functions (Lachaux et al., 2012; Varela, Lachaux, Rodriguez, & Martinerie, 2001).

(c) As the third step, we performed statistical testing for the LF and HG bands of each electrode separately. Therefore, we derived clusters in the mean correlograms of the actually measured data using the correlation thresholds derived in the second step and calculated the sum of the correlations in each cluster. We considered an electrode significant if the sum of correlations exceeded in two clusters, the maximum distribution at an alpha level of \( p < 0.05 \) (two sided) and the cluster size was at least twice the number of frequencies. The second criterion aims to avoid that short artifactual spikes may create spurious significant clusters.

Differences between neural activation spectrograms

To test for differences between the spectrograms derived from the neural activations in the AVdyn and AVstatic conditions, we first epoched the spectrograms to an interval of \(-2\) to \(2.5\) s around audio onset and baseline corrected the epochs with the formula \((X - BL)/BL\) (Oostenveld et al., 2011), where \(BL\) is the mean of the baseline from \(-2\) to \(-1.75\) s before audio speech onset. Testing for differences between neural activation in the AVdyn and AVstatic was performed for the 2-s interval starting from auditory speech onset and we used a similar procedure as described in the previous section. However, here, we created the reference distributions for the expected differences between spectrograms by permuting labels (AVdyn or AVstatic) across trials and calculated \(t\)-values for each time-frequency entry in the spectrogram. We thresholded these time-frequency matrices of \(t\)-values at \(t\)-values corresponding to \( p < 0.01 \) (two sided), found time-frequency clusters of \(t\)-values crossing this threshold, calculated the sum of \(t\)-values for each cluster and selected the maximum of the clusters sums. This process was repeated 500 times to obtain the maximum test statistics to control the false alarm rate of the statistical test (Maris & Oostenveld, 2007). Finally, we performed statistical testing for the LF and HG bands of each electrode separately. Therefore, we derived \(t\)-value clusters for the differences between spectrograms with the actually measured AVdyn and AVstatic labels and calculated the sum of \(t\)-values for each cluster. We considered an electrode significant if the sum of \(t\)-values in a cluster exceeded the alpha level of \( p < 0.05 \) (two-tailed).

Spectrogram of the neural activation for each single condition

We carried out this analysis with the aim to visualize the time courses of the different frequency bands separately for each condition. To do so, we baseline corrected the magnitude of the time-frequency Fourier coefficients with a relative change approach, according to the formula \((X - BL)/BL\). The variable \(X\) is the time-frequency magnitude (before correction) and \(BL\) is the mean of the time-frequency coefficients between \(-2\) and \(-1.75\) s before audio onset. Each baseline correction was applied to each frequency bin separately.

Behavioural results

All subjects showed high performance in detecting the target words. We calculated percentage correct as the number of correct responses over the total number of sentences in the word-to-sentence match task. The percentage of correct answers varied between 88% and 99% (S1: 97.1%, S2: 94.7%, S3: 95.7%, S4: 98.6%, S5: 87.6%, S6: 97.1%, and S7: 99.3%) indicating that all subjects attended to the presented sentences. As we found no statistically significant difference between the AVdyn and the AVstatic condition, we report only the overall performance.

Electrode localizations

Figure 1c shows the density of electrodes over the patients’ sample (seven volunteers) analysed in the current study. In total, we retained 423 electrodes after rejection of electrodes with artifacts or epileptic activity. There were 180 electrodes over the temporal lobe with 26 of them over posterior superior temporal gyrus (pSTG, 100% in left hemisphere), 17 electrodes over anterior superior temporal gyrus (aSTG, 100% left), 56 over the sensorimotor cortex (95% left), 73 electrodes over occipital lobe (71% left), 84 electrodes over frontal cortex (95% left) and 55 electrodes over parietal cortex (89% left). The anatomical labels are based on the AAL atlas (Tzourio-Mazoyer et al., 2002). In total, about 171 electrodes showed brain activation modulations by auditory or visual speech information in at least one of the analyses presented here (tracking of envelopes or difference across AVstatic and AVdyn conditions).

Tracking of auditory and visual speech information

Our first aim was to identify electrodes that track the amplitude envelope of the auditory speech signal and/or the time course of the visual vertical mouth opening. Electrodes that track both auditory and visual speech information can be considered candidates for audiovisual integration of speech signals as their neural activation contains information about both sensory modalities. However, vertical mouth movements can be correlated with some extent with the amplitude envelope of the auditory speech signal as they open and close the vocal tract. To disambiguate the correlations between brain activation and the auditory or visual stimulus features, we applied partial correlation analysis, which orthogonalizes the variables of interest with respect to the variable controlled for before calculating their correlation. The neural response profile at most electrodes consisted of a LF response that was usually decreased compared to baseline and a broadband HG response that was usually enhanced compared to baseline. Therefore, several electrodes that showed a correlation with the auditory speech envelope exhibited negative correlations for LF responses and positive correlations for HG responses (Figure 2b). This is shown for an example pSTG electrode in Figure 1d (top left panel). For the same electrode, auditory envelope tracking was consistent across trials and HG envelope
tracking occurred at a consistent lag between the brain response and the auditory stimulus (Figure 1d, top right panel). Figure 1d also shows a single trial HG response time course and the respective visual envelope with a lag that showed maximal correlation (lag = 160 ms, $r = 0.49$). We investigated the distribution of electrodes in which the neural activation exhibited statistically significant tracking in our population of subjects. In Figure 2a, the auditory envelope tracking (upper row) and visual envelope tracking (bottom row) are separately depicted for LF and HG responses. We found auditory envelope tracking most consistently across subjects in the HG activity in electrodes over STG. In most subjects ($n = 6$), the HG response as well as the LF amplitude variations in electrodes over pSTG tracked the auditory envelope (Figure 2a, Table 1). This finding is in concordance with previous studies showing that posterior STG/STS is involved in auditory speech processing (Fedorenko & Thompson-Schill, 2014; Hickok & Poeppel, 2007; Sceide & Friederici, 2016). Importantly, several electrodes over the pSTG tracked the vertical mouth movements in addition to the auditory envelope and simultaneous tracking for both modalities was found more consistently in the HG compared to the LF response (HG: 8/26, 31% of electrodes; LF: 3/26, 12% of electrodes; Table 1). These findings indicate that HG neural activity in pSTG carries information about the auditory speech envelope as well as the corresponding mouth movements. Only one electrode in aSTG tracked both the audio envelope and the visible mouth movements in LF and HG neural activation variations, while a large proportion of electrodes in aSTG tracked the auditory speech envelope (HG: 12/17, 71% of electrodes; LF: 12/17, 71% of electrodes; Table 1). Electrodes over anterior inferior temporal cortex tracked mainly the auditory envelope both in LF (auditory: 20, 19%) and fast HG (auditory 13, 13%; mouth movements: 2, 2%) amplitude variations.

In Figure 2b, we note that AVdyn and AVstatic correlations do not differ substantially from each other, and the effect has a comparable trend for both hemispheres (see Supporting Information Figure S4).
solely the different signs of brain oscillatory magnitudes (stimulus envelope always positive), represented mainly by increases in the HG band and decreases in the LF band after speech onset (see Supporting Information Figure S3). Off-diagonal elements in Figure 2b represent correlations with discrepant sign for AVdyn and AVstatic, but also showing similar magnitude. The change in sign is due to an increase in brain magnitude (in one band) for one condition at speech onset, but a decrease for the other condition.

In addition, two electrodes over medial occipital cortex, in the vicinity of the calcarine sulcus, tracked the auditory envelope and the vertical mouth movements in the HG response (HG: 2/22, 9%; LF: none) and five additional occipital electrodes showed only auditory envelope tracking (Table 1b). This result, seen in the AVstatic condition only, is particularly interesting as we observe audio tracking independent of the visual input in a region typically sensitive to visual stimuli. However, as the occipital electrode coverage was low, it should be taken with caution (see also Supporting Information Table S1).

**Modulation of auditory-evoked neural activation levels by visual information**

The observed effect of neural tracking of the audio envelope in both AVdyn and AVstatic conditions (Figure 2b) does not necessarily imply magnitude differences in neural HG and LF brain responses between the two conditions. A previous study has shown differences in HG responses between audiovisual clear and audiovisual noisy speech in pSTG (Ozker et al., 2017). Therefore, we tested for which electrodes the HG and LF responses differed significantly in magnitude between the AVstatic and the AVdyn stimuli. Figure 3a depicts the distribution of electrodes in our population of subjects with statistically significant differences between the two conditions in the 2-s interval after speech onset overlaid on a standard MNI brain (p < 0.05, two-tailed and corrected for multiple comparisons). Similar to the tracking results, the neural activation amplitude in electrodes over pSTG, occipital cortex, aSTG, and anterior inferior temporal cortex is altered in both HG and LF responses when visual information about mouth movements is added to the audio speech.

Figure 3b shows the effects of adding visual speaker information on neural activation amplitude at greater temporal detail. The bars show the proportion of significant electrodes separately for five different 500-ms-long intervals, with the first interval starting 500 ms before auditory speech onset (T0-T4, Figure 1b), four dynamic bands (4–15 Hz, 15–30 Hz, 30–70 Hz, and 70–250 Hz), for different anatomical brain areas, and accumulated over subjects. In addition to that, Figure 3c shows the direction of the effects (increase: AVdyn > AVstatic; decrease: AVdyn < AVstatic). The reason for the subdivision in five time epochs was to show the difference in activation during the AVstatic and AVdyn condition right after the speech stimulus onset and at later time intervals in the sentence (Figure 1b). The plots indicate that a higher number of electrodes show differences during the earlier intervals in the sentence. We found the strongest effects in pSTG and occipital cortex where the highest proportions of electrodes were modulated. Figure 3c depicts example time courses of the HG (top) and LF (bottom) responses at four pSTG electrodes from a single subject for the AVdyn and AVstatic condition. The amplitude differences in the HG band between the AVstatic and AVdyn conditions (four electrodes for subject 4, and four pSTG electrodes for subject 5, results shown for subject four only in Figure 3c) appear to be accompanied by a speech onset latency difference. In addition, we found smaller proportions of significant electrodes in anterior inferior temporal cortex (T+FG+PHC) and in aSTG. Importantly, of the areas that showed activation amplitude differences mainly pSTG and the occipital cortex showed auditory in concomitance with visual envelope tracking. This effect was also observed to a lesser extent for inferior temporal cortex. The presence of both envelope tracking and amplitude changes in pSTG is necessary in an audiovisual speech integration area and further supports the notion that auditory and visual speaker information is represented in this area. Note, however, that in contrast to the partial correlation analysis, activation amplitude modulations by adding dynamic visual input are harder to interpret. It was also notable that additional visual speech information increased HG and reduced LF amplitudes in all three regions and all electrodes with significant signal changes. This suggests different coding strategies in different dynamic bands, in concordance with previous work (van Kerkoerle et al., 2014; Lachaux et al., 2012; Varela et al., 2001).

**Discussion**

Extending the results of previous studies on audiovisual speech processing, our study demonstrates the simultaneous representation of speech-specific auditory and visual envelope information in pSTG and to a lesser extent in occipital cortex. These findings add further support for the notion that pSTG/STS is an important multimodal brain area in speech processing and that visual areas also represent auditory speech dynamics.

In natural audiovisual speech, the auditory signal and the visual signal vary dynamically and are correlated (Chandrasekaran et al., 2009; Park et al., 2016). Therefore, it is important to partial out the visual signal when the relationship between the auditory speech signal and the neuronal response is investigated and to partial out the auditory signal when the relationship with the visual signal is investigated. With this approach, we could show which brain regions track only the auditory speech signal, only the visual speech signal, or both.

Several studies have now shown that different auditory speech features of the dynamic speech input are reflected in brain signals recorded noninvasively (EEG, MEG) and in neural responses directly recorded from human cortex (ECOG), particularly pSTG (Ding, Melloni, Zhang, Tian, & Poeppe, 2016; Peele, Gross, & Davis, 2013; Zion Golumbic et al., 2013). Our findings of auditory

---

**Table 1.** Number of aSTG, pSTG, occipital and inferior temporal electrodes that showed auditory, video or auditory and video envelope tracking in the LF and HG responses

<table>
<thead>
<tr>
<th></th>
<th>Audio (A) tracking</th>
<th>Video (V) tracking</th>
<th>A+V tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Low-frequency (LF) envelope tracking (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pSTG</td>
<td>21/26 (81)</td>
<td>3 (12)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>aSTG</td>
<td>12/17 (71)</td>
<td>1 (6)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Occipital</td>
<td>7/22 (32)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Inferior temporal cortex</td>
<td>20/104 (19)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>(b) High gamma (HG) envelope tracking (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pSTG</td>
<td>23 (88)</td>
<td>8 (31)</td>
<td>8 (31)</td>
</tr>
<tr>
<td>aSTG</td>
<td>12 (71)</td>
<td>1 (6)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Occipital</td>
<td>7 (32)</td>
<td>2 (9)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Inferior temporal cortex</td>
<td>13 (13)</td>
<td>2 (2)</td>
<td>–</td>
</tr>
</tbody>
</table>

Note: Total number of electrodes recorded in each region is provided in Table 1a and the percentage of electrodes that showed tracking is given in brackets.
speech envelope tracking in a large proportion of pSTG electrodes are in line with these previous studies. In addition to auditory envelope tracking in pSTG, we observed auditory envelope tracking in aSTG and occipital cortex. This is consistent with a recently proposed division in STG between auditory responses more anteriorly and multisensory responses more posteriorly (Ozker et al., 2017).

As we partialed out the visual envelope information in the correlation analysis with the auditory speech envelope, the auditory envelope tracking in occipital cortex is particularly interesting. It shows that early visual cortex already contains information specifically on the auditory speech stream and extends previous findings of phase reset and audiovisual interaction effects in visual cortex (Mercier et al., 2013; Noesselt et al., 2007) by providing evidence that also auditory speech information is represented in the neural responses in medial occipital cortex. This is likely moderated by top-down influences, presumably from frontal cortex, which modulate visual cortex during speech perception according to top-down task demands (Schepers et al., 2015).

![Image](image_url)
Tracking of the auditory envelope was not only most pronounced in pSTG, but this brain region also most consistently showed robust lip movement tracking. All pSTG electrodes showing auditory envelope tracking also showed visual envelope tracking. Thus, both dynamic auditory and visual speech features seem to be represented in pSTG. Our results demonstrate that both HG and LF neural responses show auditory and visual speech tracking and suggest that tracking is more pronounced in the high-frequency range, which has been directly linked to local neuronal activity (Lachaux et al., 2012; Ray & Maunsell, 2011). Auditory envelope, but not visual envelope tracking has previously been shown in the HG band response of ECoG recordings in pSTG during audiovisual speech perception (Zion Golumbic et al., 2013). For auditory-only speech, enhanced phase locking to the auditory speech signal has been shown with increased speech comprehension in temporal cortex with MEG (Peelle et al., 2013). We report simultaneous tracking of both auditory and visual speech signals in pSTG. In line with our results of simultaneous tracking of both auditory and visual speech in pSTG, a recent fMRI study demonstrated that regions in pSTS that preferentially responded to the mouth region of dynamic visual stimuli also showed strong responses to voices and preferred vocal to non-vocal sounds (Zhu & Beauchamp, 2017). The dynamic integration of the two speech signals may therefore occur in pSTG/STS, which should result in better speech perception performance when the auditory signal is degraded. This question could be addressed in a future study relating auditory and visual speech envelope tracking in pSTG to speech comprehension performance of degraded audiovisual speech. However, as correlation patterns do not differ drastically from the auditory envelope tracking in visual cortex we observed is in line with the MEG study by Park et al. (2016) showing visual lip movement tracking in visual cortex during audiovisual speech presentation, albeit only in the lower frequencies (<11 Hz). Park et al. (2016) partialled out the auditory speech envelope, here we also partialled out the visual lip movement information and demonstrate that the auditory envelope information is represented in visual cortex as well. Our finding of speech tracking in visual cortex also relates to a previous ECoG study, which showed that specifically concurrent auditory speech but not auditory noise reduced visual cortex responses to visual speech (Schepers et al., 2015). Based on this previous finding and our finding of auditory and visual envelope tracking in medial occipital cortex, we would expect more pronounced visual speech envelope tracking in visual cortex when the auditory speech signal is severely degraded or missing because the listener then needs to rely on the visual speech signal for comprehension. Supporting Information Table S1 shows audio entrainment of both occipital and inferior temporal electrodes in both AVdyn and AVstatic condition, which argues for a multimodal function of visual cortex (Murray et al., 2016).

In addition to the speech envelope tracking, we show that the HG response magnitude is increased in pSTG for AVdyn compared to AVstatic speech and that the LF response in pSTG is decreased. In general, HG band responses were enhanced compared to baseline and LF responses were decreased compared to baseline and the dynamic visual speech information increased the HG response and reduced the LF response (enhanced decrease). Enhanced HG band responses and decreased LF responses compared to baseline have been previously reported to audiovisual speech with ECoG (Rhone et al., 2016; Schepers et al., 2015; Uno et al., 2015) and seem to be a general response profile in population electrophysiological responses to sensory stimulation (e.g., Scheeringa, Koopmans, van Mourik, Jensen, & Norris, 2016; Siegel, Donner, Ostenveld, Fries, & Engel, 2008). Magnitude changes in neural brain responses reported here, particularly in the broad HG range, which has been linked to neuronal spiking activity (Ray & Maunsell, 2011), might underlie BOLD response changes seen in previous fMRI studies (Mukamel et al., 2005). The increased magnitude of HG responses in pSTG for AVdyn vs. AVstatic speech is in line with fMRI studies showing enhanced pSTG/STS BOLD responses to audiovisual compared to auditory-only speech (Stevenson & James, 2009; Ye, Rüsseler, Gerth, & Münte, 2017). Conversely, the role of LF band activity in sentence processing might be related to disruption of the perceptual status-quo (Engel & Fries, 2010). If we consider the current task set to be unrelated to motor activity and follow this interpretation, we could speculate that LF suppression is related to disruption of the current perceptual set and predicts the probability of new processing demands. Alternatively, low-frequency inhibition might be due to endogenous working memory processing (Spitzer & Haegens, 2017), or termination of inhibition (Jensen & Mazaheri, 2010), in contrast to high gamma excitation due to population spiking (Whittingstall & Logothetis, 2009).

As opposed to pSTG, we observed no magnitude differences in HG responses (AVdyn vs. AVstatic) in aSTG and only a single electrode in aSTG showed visual lip movement tracking in the LF and HG frequency range, pointing to a dissociation in audiovisual speech processing between pSTG and aSTG. For LF and HG responses, we found auditory envelope tracking in aSTG, albeit in fewer electrodes than in pSTG. This dissociation is in line with the results by Ozker et al. (2017), who reported different response profiles with respect to the magnitude of HG band responses in aSTG and pSTG to audiovisual clear and noisy speech with greater responses to auditory clear speech in aSTG. Moreover, they observed greater HG response variability to audiovisual speech with an auditory noisy component in aSTG than pSTG suggesting that the additional visual speech information improves the auditory speech representation of the noisy auditory speech input in pSTG, but not aSTG.

One could ask whether the difference in magnitude between the two conditions could be caused by differences in attentional load due to the audiovisually incongruent stimuli (Arnal, Morillon, Kell, & Giraud, 2009) in the AVstatic condition. One would expect cross-modal attentional effects if auditory signal was not informative. However, in the AVstatic condition, the auditory signal is informative. Even if we expected a mismatch response in pSTG, for example greater response in AVstatic (when subjects hear the voice but don’t see the accompanying mouth movements), Figure 3b shows the opposite of this expectation. We see that AVdyn > AVstatic responses in both visual cortex and in pSTG, hence we infer that magnitude differences might be due to an influence of the video input on the audio speech perception.

The mechanisms of audiovisual interaction in speech processing in the human brain are currently not very clear. With depth electrodes in human auditory cortex, Besle et al. (2008) measured event-related potentials to audiovisual syllables and observed audiovisual interactions in secondary auditory cortex from 30 ms after auditory speech onset reflected in changes in magnitude of the ERPs. A study in nonhuman primates observed a latency reduction
in spiking activity to audiovisual compared to unisensory speech but did not find consistent effects on the magnitude of the response in early auditory cortex (Chandrasekaran, Lemus, & Ghazanfar, 2013). One possibility is that visual speech information, which precedes auditory information by 100–200 ms in natural speech (Chandrasekaran et al., 2009) induces changes in the ongoing neural oscillations in auditory cortex so that the auditory speech signal is more robustly represented (Peelle & Sommers, 2015; Schroeder, Lakatos, Kajikawa, Partan, & Puce, 2008). Specific visual speech features may, however, not be represented in early auditory cortex. Further knowledge about audiovisual integration could be gained in future studies by adding a visual only condition, which would allow for tests of enhancement of multisensory compared to unisensory response magnitudes (Stein & Stanford, 2008).

Our findings suggest that visual speech information about the most visible articulatory movements is represented only at later processing stages in temporal cortex. This timing information on visual lip movements available in pSTG may support auditory speech processing, for example, through enhanced temporal prediction of the auditory speech input (Peelle & Sommers, 2015).

In sum, our study demonstrates auditory envelope tracking and visual mouth movement tracking in electrodes over pSTG suggesting that multimodal pSTG has temporal information about visible mouth movements during speech utterances that may help to improve speech processing under adverse conditions. We also found, although to a weaker extent, tracking of auditory envelopes in visual cortex suggesting enhanced communication between posterior temporal cortex and visual cortex during multimodal audiovisual integration (Bernstein & Liebenthal, 2014; Nath & Beauchamp, 2011; Noesselt et al., 2007). However, further research is needed to determine how visual brain areas and pSTG/pSTS communicate during audiovisual speech comprehension and how the information on the concurrent visual and auditory speech signal is integrated within and across regions.

Supporting Information

Additional supporting information can be found in the online version of this article:
Fig. S1. (Upper panel) MNI template localization of areas that showed tracking of the auditory speech envelope (upper row) or the envelope of the visible mouth opening (lower row) as revealed by partial correlation. The color coded overlay represents the absolute number of participants per area with significant electrodes for all local electrodes. Note the high density over pSTG and medial occipital cortex, indicating tracking of the auditory and the visual envelope of the speech signal. The effect is more pronounced in the HG- than in the LF-band. See also Fig. 2 in the main text for a comparison with the proportion of significant electrodes per area. (Lower panel) Proportion of significant electrodes in different cortical areas differentiated per band (left right) and per modality of tracking (Auditory and Visual envelopes). Note that these results are equivalent to the results reported in Table 1 in the main text. Acronyms: pSTG, posterior STG; aSTS, anterior STG; IT, inferior temporal + fusiform gyrus + parahippocampal cortex; OCC, occipital cortex.

Fig. S2. Anatomical distribution of participants that show significant effects (corrected for multiple comparisons) of adding speaker mouth movements (AVdyn) to auditory speech (AVstatic) calculated from spectrograms of neural activation in two dynamic bands and aggregated over subjects.

Fig. S3. Left: time course of a pSTG electrode (subject 4) in different frequency bands. Center: two time-frequency plots for different pSTG electrodes (subject 4 and 5). The 0 on the x-axis denotes speech onset. Right: zoom in of the LF band (same plots as Center). Note that the decrease in magnitude after speech onset shows a consistent pattern in the LF and HG bands. The effect of the LF band is clearly band-limited and distinguishable from a (non-functional) 1/f effect magnitude decay along the frequency axis.

Fig. S4. The panels show the maxima of partial correlations for all significant electrodes in the left hemisphere (left) and in the right hemisphere (right). Each point corresponds to one electrode.

Fig. S5. Cumulative plot representing the proportion of subjects with audio-tracking areas, with respect to the total number of electrodes in that area.

Fig. S6. Individual subject’s brains (S1 to S7) representing the electrodes tracking the audio envelope.

Fig. S7. Tracking correlograms (partial correlation) for the AUDIO envelope.

Table S1. Number of visual cortex electrodes (and subject number in parentheses) that present audio envelope tracking in both the AVstatic and the AVdyn conditions.
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