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Abstract

Automated Classification of Adult Cough Recordings into Wet vs. Dry with Applications to Pulmonary Disease Assessment

by

Jiayao Clara Lu

Chair of the Supervisory Committee:
Professor Shwetak N. Patel
Paul G. Allen School of Computer Science & Engineering

Coughing is a common symptom of pulmonary ailments, and serves as a valuable measure when quantifying pulmonary health. We propose the research and development of a set of techniques to enable physicians to investigate pulmonary health through cough sounds. A variety of signal processing and machine learning approaches are proposed, each with various performance and usability tradeoffs, and we perform a careful analysis of the benefits and drawbacks of each separate approach, opening up new avenues of pulmonary health research in a variety of applications. We propose the application of these techniques toward the classification of coughs.

This thesis is specifically focused on our process and findings when we applied our techniques to distinguish between adult wet cough and dry cough sounds.
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Chapter 1

INTRODUCTION

Pulmonary diseases afflict over 1 billion people worldwide, especially those in less developed countries [3, 11]. Four out of the top ten causes of death globally are due to pulmonary disease [11]. Coughing is one of the earliest and most common symptoms across various pulmonary diseases, such as asthma, tuberculosis, pneumonia, and bronchitis [6]. Symptom tracking, including cough tracking, is a crucial part of the health care assessment process [7, 4]. Traditionally, clinicians rely on caregivers or patients themselves to track and report symptom history, or request patients to stay at the facility for hours for cough monitoring, while having personnel to manually annotate. The former approach can be burdensome or even impossible, especially for patients suffering from chronic pulmonary disease; the latter is time and cost inefficient. Also, due to time constraints of each hospital visit, cough characteristics that can be directly observed by a clinician during an appointment are very limited. Furthermore, the most substantive coughing may occur at unpredictable times, which may not be captured during a visit. Hence, technology that supports continuous, automatic cough analysis can reduce the cost and burden of manual tracking, increase the patient’s quality of life, and provide a more accurate and complete symptom history for health care assessment.

Previous attempts to automate cough monitoring primarily focused on cough frequency [9, 4, 5]. Beyond cough frequency, other characteristics of cough sounds, such as “dryness” and “wetness”, can also reveal valuable information about the state of the respiratory tract for health care assessment. In fact, dryness and wetness of the cough is commonly referenced during subjective assessments conducted by health care professionals globally [8]. A wet (or productive) cough refers to a cough that contains acoustic indication of mucus in the airway; likewise, a dry (or unproductive) cough refers to one that lacks identifiable wetness. The
presence or absence of mucus in the respiratory tract allows health care providers to quickly rule out large classes of diseases during the diagnostic process. Furthermore, once a certain disease is diagnosed, this dryness and wetness information can indicate the progression of the condition and effectiveness of current treatment.

While there have been a couple of preliminary studies in automated classification of cough sounds into dry vs. wet [2, 10], previous work either had limited training and testing dataset sizes, limited patient demographic diversity or limited model performance, as measured by sensitivity and specificity. The limited number of preliminary studies we observed as well as the limitations in prior works highlight the inherent barriers of studying audio-based cough classification. Specifically high quality data is difficult to obtain. For a dataset to be useful, it must be sufficiently large with a sufficient amount of patient diversity. Patient diversity is a necessary criterion of the dataset to ensure the algorithm doesn’t learn extraneous features beyond the wetness and dryness of coughs. For example, if all patients in the “wet” group are males, while all patients in the “dry” group are females, then the algorithm may learn to distinguish wet and dry coughs based on the pitch of the coughs due to population differences in vocal tract size. Furthermore, supervised training models require high quality labels. This requires many hours of health care experts’ time to listen and manually annotate types of recorded coughs. Even if these barriers are overcome, knowing what relevant features embedded in a cough can be utilized for training is difficult.

In this thesis we will discuss our research process and findings when we applied our techniques to distinguish between adult wet cough and dry cough sounds. We hope that this can provide insights for future researchers who are interested in conducting similar cough sound classification works.
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BACKGROUND AND RELATED WORK

There exists a wide range of cough sound variations across different pulmonary conditions [6]. Therefore, there has been rising research interest in understanding what can be inferred about a given pulmonary condition from cough sounds, with growth potential in clinical applications, particularly the screening or diagnostic process. A cough consists of the following three phases in the given order: inspiration, compression, and expulsion, as shown in Figure 2.1 [6]. Since cough sounds mainly capture the expulsion phase, most cough recording studies restrict their analysis to the last phase only, which still contains broad varieties of cough sounds, as visualized in Figure 2.2 [6], and Figure 2.3 [1]. Our work will also focus on the cough expulsion phase, as it is the only phase with significant audible data.

Figure 2.1: From Korpás et al. [6], showing glottal position, recorded sound, airflow and pressure within the esophagus for two example coughs, segmented into three time regions.
During our literature review, we encountered two preliminary studies on dry-wet cough classification with varying approaches and performance.

Chatrzarrin et al. examined cough sound signals from both the temporal and spectral domains [2]. They proposed two features extracted from cough sounds: the number of peaks of the energy envelope of the cough signal, and the power ratio of two frequency bands of the cough signal. Cough data points containing both feature values were then plotted on a two dimensional graph, and a clear clustering pattern separating dry and wet coughs was observed. However, the dataset only contained eight highly dry and eight highly wet cough recordings, undermining the generalizability of the results.

Swarnkar et al. analyzed cough sound signals by training a Logistic Regression Model (LRM) with a set of eight complex mathematical features, including Kurtosis (Kurt) and Mel-frequency cepstral coefficients (MFCC) [10]. The performance of the trained model in terms of sensitivity and specificity were around 55% and 93%, respectively. While the size of the dataset is significantly larger than that of Chatrzarrin et al., the data were mainly
obtained from pediatric patients, with the majority being less than 5 years old. Our work will differ here in that the patients represented in our data will consist primarily of adults.

One observation from this study that is worth mentioning is that the cough recordings were labeled by two health care experts independently, and the agreement rate between the two annotation sets was only 80%. This rate highlights the inherent difficulty in cough dry-wet classification; even human experts cannot reach a consensus in a nontrivial fraction of cases. The commonly accepted resolution for this problem is to only utilize data points for which the majority of experts agree on the labeling, which will be adopted in our work as well.
Figure 2.3: Abeyratne et al. display the variation of coughs from patients with different pulmonary ailments [1].
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METHOD

We propose to utilize machine learning and signal processing as our primary techniques to build a classifier to distinguish dry and wet coughs. Our work is divided into three stages: 1) data acquisition and pre-processing, 2) feature extraction, and 3) model training and testing. We will provide more details of each of these three stages in the following sections.

3.1 Data Acquisition and Pre-processing

We collaborated with the international tuberculosis community through the Gates Foundation to obtain thousands of cough recordings from South Africa, which has a large population infected with tuberculosis. Having wet coughs is one of the signature symptoms of tuberculosis. Patients with tuberculosis is therefore an ideal source for us to obtain wet cough recordings. Around 90 subjects were recruited, with healthy controls and tuberculosis patients evenly distributed. Subjects were each placed in the "TARDIS box"-like station where they were provided with some entertainment options such as TV, and their coughs were recorded by a non-contact microphone. Each subject contributed an one-hour-long cough recording.

A group of trained annotators segmented out each cough from the recordings into its own audio file and labeled the cough type as either dry or wet. As mentioned in the previous chapter, some coughs can be ambiguous in terms of dry-wet classification even to trained personnel. For the purposes of this analysis, we only included cough recordings with labels that were agreed upon by the majority of the annotators in our training and testing datasets.
3.2 Feature Extraction

We started our exploration for features that can be potentially useful in dry-wet classification by first visually examining the waveform and spectrogram of three highly dry and highly wet cough signals chosen at random. The waveforms and spectrograms are shown in Figures 3.1 and 3.2. Next, we asked questions such as “given our daily experience and these visual representations of dry and wet cough signals, what are the clues that help us humans tell dry and wet coughs apart?” and “how can we quantify these ‘clues’ with signal processing techniques to train machines to perform the same classification?” All of the feature extractions in our work were implemented in Python with a few helpful opensource libraries, including Numpy, Scipy, and PySoundFile. In this section, we will explain each of the features we explored, and some of our hypotheses on how they should behave differently for dry and wet coughs.

3.2.1 Cough Duration

Signal energy is a useful mathematical measure of how much signal is present over time, which we can use by obtaining the positive signal energy envelope to visualize the change of energy levels over time. The peaks of the envelope correspond to high sound energy levels. Under a controlled environment, such as a room with stable ambient noise, these peaks therefore further correspond to the sounds generated by the rapid air expulsion during a subject’s cough, with high probability.

Cough duration is calculated by first locating the time point with the highest energy level, and then extending a time window along the energy envelope on both sides of the peak until it falls below a certain threshold. A set of heuristics incorporates nearby peaks together into a single cough event, resulting in a single duration containing a single peak or multiple neighboring peaks.

As we can observe from the waveforms in the Figure 3.1, the durations of the wet cough samples seem to be slightly longer than those of the dry cough samples. This also coincides with our daily experience in that dry coughs tend to be short and require less effort, while
Figure 3.1: The waveforms of cough signals with upper energy envelopes outlined in red present information in the time domain. The x-axis represents time with the y-axis representing amplitude. The left column consists of three highly dry cough signals, and the right column consists of three highly wet cough signals.

Wet coughs tend to be longer and require more effort as we try to clear the mucus in the airway. Therefore, we hypothesized that the duration of a wet cough is longer than that of a dry cough.

3.2.2 Peak Frequency

Almost all of the sounds we hear in the real world are not composed of a single frequency and amplitude, but multiple frequencies and amplitudes added together simultaneously. This is the same for cough sounds, as they are generated by vibrations of different parts of the respiratory system at different frequencies and energy levels during the rapid air expulsion.
Figure 3.2: The spectrograms of cough signals present informations in both time and frequency domain. The left column consists of three highly dry cough signals, and the right column consists of three highly wet cough signals.

That explains why our cough sound signals (visualized in Figure 3.1 in blue) are “fuzzy” instead of a smooth curve. We can examine the frequencies and corresponding amplitudes’ components of the cough sound in the frequency domain through the Fourier Transform technique.

We define the “peak frequency” to be the single frequency with the highest magnitude (energy). Note this is not the highest frequency, as the name might intuitively suggest. For the same reasons we described in previous subsection, under a controlled environment, we expect that among all the sound components of a cough signal, the sound with the highest amplitude (loudest sound) is from the cough. Because from our daily experience, dry coughs tend to have higher pitch, while wet coughs tend to be more dull, we were interested to see
whether peak frequency would be useful in the dry-wet classification.

3.2.3 Mean Frequency

With similar motivations as the peak frequency, we define the “mean frequency” to be average of the frequencies of a cough signal weighted by their amplitudes, and propose it to be one of feature candidates to be explored.

3.2.4 Mean Energy Levels of the Low, Middle, and High Frequency Bands

The spectrogram is a common tool used to visualize the spectrum of frequencies of sounds, and how energy levels corresponding to each frequency changes over time. The x-axis represents time, the y-axis represents frequency, and the color brightness represents the energy level intensity associated with a specific frequency at a given time (the brighter the color, the stronger the energy is). As we can observe in Figure 3.2 the energy distribution patterns are different between dry and wet coughs. In particular, high frequencies tend to have more energy in dry coughs. Thus, we decided to further explore the mean energy levels of the low, middle, and high frequency “bands” (to be more specific, the bottom, middle, and top thirds of the frequencies spectrum) as three separate features.

3.2.5 Spectral Centroid

The spectral centroid, which describes the “center point” of the sound energy distribution across the frequency spectrum, is a common measure in signal processing associated with the “brightness” of a sound. It provides similar information as the mean frequency, but we included both of them in our feature set, and will explore which one is more informative for our task.
3.2.6 Standard Deviation of Spectral Centroid

For this feature, we are analyzing small chunks of the cough signal at a time, instead of the entire cough all at once. We are particularly interested to see how much the spectral centroid changes over time, given the observation that the color blocks in the dry cough spectrograms seem to be more stable over time. This can be quantified by the standard deviation of spectral centroid.

3.2.7 Average Difference of Short-Time Fourier Transformation

Similar to the regular Fourier Transform, the Short-time Fourier Transform (STFT) shows the frequency components of a sound signal and corresponding amplitudes. However, instead of processing the entire sound signal all at once, STFT processes the sound signal by taking the Fourier Transform of smaller sliding windows separately, which can provide us a better picture of the changes of the energy level corresponding to each frequency over time. Similar to the motivations for exploring the standard deviation of the spectral centroid above, we are interested in how “stable” the energy levels are across time.

3.3 Model Training and Testing

We will partition our dataset into a training set (80%) and a testing set (20%), with the same proportion of dry and wet data points, followed by extracting all the features mentioned above from both of the datasets. We will then feed the normalized feature vectors extracted from the training data and corresponding labels into several machine learning models implemented by scikit-learn, a Python library. We specifically explore Random Forest, K-Nearest Neighbors, and several linear models, and compare their performances with cross validation using the testing dataset. Once we narrow down the model with the best performance, we will further examine what feature subset will produce the best result.
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RESULTS

Due to the difficulty of acquiring a large amount of data initially, we conducted a preliminary evaluation with the small dataset we had that were manually segmented and labeled by a group of trained annotators. This initial dataset was obtained from 3 female and 3 male adult tuberculosis patients, with ages between 21 to 54 years. The dataset contains 291 cough events in total, out of which 52 were labeled as wet, 151 were labeled as dry, and the rest were ambiguous (and therefore ruled out from our training and testing sets). The results we obtained when we fed our initial dataset into various machine learning model candidates are shown in Table 4.1. Each classifier’s performance is evaluated by the classifier’s accuracy, sensitivity (true positive rate), and specificity (true negative rate) with respect to the testing dataset.
<table>
<thead>
<tr>
<th>Model</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>Sensitivity: 90.00%</td>
</tr>
<tr>
<td></td>
<td>Specificity: 66.67%</td>
</tr>
<tr>
<td></td>
<td>Accuracy: 83.33%</td>
</tr>
<tr>
<td>K Neighbors</td>
<td>Sensitivity: 77.42%</td>
</tr>
<tr>
<td></td>
<td>Specificity: 36.36</td>
</tr>
<tr>
<td></td>
<td>Accuracy: 66.67%</td>
</tr>
<tr>
<td>Support Vector Machines (SVC)</td>
<td>Sensitivity: 75.61%</td>
</tr>
<tr>
<td></td>
<td>Specificity: 100%</td>
</tr>
<tr>
<td></td>
<td>Accuracy: 76.19%</td>
</tr>
<tr>
<td>Ridge Regression</td>
<td>Sensitivity: 75.61%</td>
</tr>
<tr>
<td></td>
<td>Specificity: 100%</td>
</tr>
<tr>
<td></td>
<td>Accuracy: 76.19%</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>Sensitivity: 75.61%</td>
</tr>
<tr>
<td></td>
<td>Specificity: 100%</td>
</tr>
<tr>
<td></td>
<td>Accuracy: 76.19%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>Sensitivity: 76.92%</td>
</tr>
<tr>
<td></td>
<td>Specificity: 66.66%</td>
</tr>
<tr>
<td></td>
<td>Accuracy: 76.19%</td>
</tr>
</tbody>
</table>

Table 4.1: Performances of different machine learning models.

Since the Random Forest model yielded the best overall performance, we decided to further explore the optimal subset of features with it. We enumerated all possible nonempty subsets of the nine features we extracted, and the results are listed in Table 4.2.
<table>
<thead>
<tr>
<th>Size of subset</th>
<th>Optimal feature combination</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>mean frequency, peak frequency</td>
<td>Sensitivity: 87.50% Specificity: 70% Accuracy: 83.33%</td>
</tr>
<tr>
<td>3</td>
<td>cough duration, mean frequency, peak frequency</td>
<td>Sensitivity: 88.24% Specificity: 87.50% Accuracy: 88.10%</td>
</tr>
<tr>
<td>4</td>
<td>cough duration, mean frequency, peak frequency, standard deviation of spectral centroid</td>
<td>Sensitivity: 93.55% Specificity: 81.82% Accuracy: 90.48%</td>
</tr>
<tr>
<td>5</td>
<td>cough duration, mean frequency, peak frequency, mean energy of middle frequency band, average difference of STFT</td>
<td>Sensitivity: 96.55% Specificity: 76.92% Accuracy: 90.47%</td>
</tr>
<tr>
<td>6</td>
<td>cough duration, mean frequency, peak frequency, mean energy of middle frequency band, spectral centroid, average difference of STFT</td>
<td>Sensitivity: 93.94% Specificity: 100% Accuracy: 95.24%</td>
</tr>
<tr>
<td>7</td>
<td>cough duration, mean frequency, peak frequency, mean energy of high frequency band, spectral centroid, average difference of STFT, standard deviation of spectral centroid</td>
<td>Sensitivity: 96.43% Specificity: 71.43% Accuracy: 88.10%</td>
</tr>
<tr>
<td>8</td>
<td>all nine features except peak frequency</td>
<td>Sensitivity: 83.33% Specificity: 83.33% Accuracy: 83.33%</td>
</tr>
<tr>
<td>9</td>
<td>all nine features</td>
<td>Sensitivity: 90% Specificity: 66.67% Accuracy: 83.33%</td>
</tr>
</tbody>
</table>

Table 4.2: The most optimal combination of features for each size (2) of subset, and their performances.
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DISCUSSION

5.1 Lessons Learned

In this thesis we proposed a method to automatically classify cough sounds into wet vs. dry. To the best of our knowledge, this is the first attempt to automate classification of adult dry and wet cough sounds. We examined a novel set of nine features for the the application of distinguishing wet and dry coughs. These features have the advantage of being backed by straightforward human intuitions, as compared to the complex mathematical features proposed in previous work [10], without sacrificing the quality of our model. In fact, the classifier we trained on our initial dataset yielded a more promising result compared to those obtained in previous works, as we can see in Table 5.1.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Results</th>
<th>Dataset</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chatrzarrin et al. [2]</td>
<td>Sensitivity: 100% Specificity: 100%</td>
<td>8 (unclear age)</td>
<td>two features: number of peaks of the energy envelope, power ratio of two frequency bands</td>
</tr>
<tr>
<td>Swarnkar et al. [10]</td>
<td>Sensitivity: 55% Specificity: 93%</td>
<td>536 (from children)</td>
<td>a set of nine complex mathematical features with an LRM</td>
</tr>
<tr>
<td><strong>Our work</strong></td>
<td>Sensitivity: 93.94% Specificity: 100%</td>
<td>291 (from adults)</td>
<td>a novel set of features with a Random Forest Model</td>
</tr>
</tbody>
</table>

Table 5.1: Comparison between our work and priors work on similar wet-dry cough classification.

From the results shown in Table 4.2 we learned that the subset of features we examined
that yielded optimal results using the Random Forest Model (RFM) contains:

1) cough duration

2) mean frequency

3) peak frequency

4) mean energy of middle frequency band

5) spectral centroid

6) average difference of STFT

Moreover, using only the mean and peak frequency features with RFM already yielded a sensitivity of 87.50% and specificity of 70%, a surprisingly promising result given the little computation required. Such few features provides easier implementation with a “reasonable” performance. For resource-constrained devices in technologically and medically underdeveloped communities, this can be particularly useful.

5.2 Future Work

1) Due the time constraints of this research project, we were not able to segment out single cough events from all of the cough recordings we had access to. This is why we presented results built on only a small portion of it (291 cough events from 6 subjects). We would like to further validate the performance of the feature set and model on a larger dataset when all cough segmentations are complete.

2) Since our samples were all collected from South Africa, validating our model on a second dataset collected from a different location in the future can ensure that the dry-wet classifier we trained is not biased based on certain location-dependent factors.
3) Since we only examined a set of models whose theory we sufficiently understand, future work can explore other machine learning models as well. One particularly interesting direction is the application of recent deep learning methods to our problem. We did not attempt this due to the small amount of data we had relative to what is typically needed to train a nontrivial-sized network.

6) It is an interesting question to ask what are the specificity-sensitivity tradeoffs in using these features and models. Depending on the medical context, one may be more important than the other.

5) Future work can also focus on the deployment of this classifier to portable devices, such as mobile phones or Amazon Echoes, that can be used in medical screening or monitoring.

6) Finally, we are interested to explore automated classification for directly distinguishing between tuberculosis vs. non-tuberculosis using our dataset and the features we examined, which can be especially impactful for tuberculosis screening in communities with poor medical resources.
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CONCLUSION

To our best knowledge, our work is the first attempt in automated classification of adult cough sounds into dry vs. wet. We acquired one-hour-long cough recordings from 90 South African subjects, with healthy controls and TB patients evenly distributed. The initial dataset we used for study was segmented and annotated by a team of trained annotators. It contained 291 cough events in total, out of which 52 were labeled wet, 151 were labeled dry, and the rest were unclear due to the lack of consensus. Only coughs with dry and wet labels were utilized in our training and testing. We then extracted nine features from those cough events, and fed them into various machine learning models, out of which RFM yielded the best result. Finally, we explored the performances of all subsets of the features. We learned that RFM achieved the best performance with the following features: 1) cough duration, 2) mean frequency, 3) peak frequency, 4) mean energy of middle frequency band, 5) spectral centroid, and 6) average difference of STFT. For this model and feature combination with our initial dataset containing cough samples from 6 subjects, we achieved sensitivity 93.94% and specificity 100%. Future work can focus on:

1) validation of our model on a larger dataset

2) validation of our model on a dataset collected outside South Africa

3) exploration of different machine models and deep learning technology

4) exploration of specificity-sensitivity tradeoffs in various medical contexts

5) deployment to portable devices in actual medical screening and monitoring
6) extension to direct classification of tuberculosis vs. non-tuberculosis
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